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Abstract

One of the greatest challenges for the 21st century is understanding how the human

brain works. Although there are different levels of understanding of the human brain,

a key step is knowing how brain activity patterns map onto cognition, emotion, mem-

ories, etc. This can be studied using functional magnetic resonance imaging (fMRI).

fMRI is a non-invasive brain imaging technique with unprecedented spatiotemporal

resolution. The fMRI data is gathered while subjects perform a wide-range of cogni-

tive tasks. Analysis of fMRI data using multivariate statistics and machine learning

has led to tremendous success in understanding how patterns of neural activity reflect

mental representations. This thesis aims to continue the success through advancing

machine learning methods motivated by applications to neuroscience problems.

We develop a multi-view learning framework that estimates shared features from

multi-view data. We analyze and demonstrate two primary approaches of how can

a multi-view learning framework provide new ways of exploring neuroimaging data.

First, a multi-view learning model forms a larger dataset by aggregating data from

multiple views. A key potential advantage of this is an increase in statistical sensitiv-

ity. Second, a multi-view learning model learns a shared feature space and transfor-

mations between each view’s observation space and the shared feature space. These

transformations bridge any two views, opening up new possibilities for analyzing the

data. For example, by treating a subject as a view, we can transform one subject’s

fMRI data into the space of another subject’s brain. By treating semantic vectors

of stimulus text description and fMRI response as different views, it opens up the

opportunity to generate text from fMRI responses or fMRI responses from text.

Lastly, we explore various forms of multi-view learning models, including manifold

learning, probabilistic modeling, deep neural network, etc. Different ways of applying

multi-view models on neuroimaging data are demonstrated and analyzed. We also

discuss our contribution to the open-source software community.
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Chapter 1

Introduction

1.1 What is Multi-view Representation Learning?

Multi-view representation learning is a family of methods for learning an unknown

underlying representation using a dataset that is multi-view in nature. The key out-

puts from multi-view learning are an unknown underlying representation, and the

mapping from the input space of each view to the common space. Here we use the

term ”multi-view” in a very broad sense; it can take various specific forms, such as

multi-subject (different people), multi-modality (different types of neuroimaging tech-

nique), multi-region (different parts of the brain), multi-manifestation (image+text,

audio+video, parallel text in different languages), etc. The key notion is that there’s

something shared or common across different views. Traditional machine learning

approaches ignore the fact that data comes in different views, and simply treats a

multi-view dataset as a single-view dataset. For example, typical fMRI data analysis

simply conducts anatomical registration across different subjects and then analyzes

in the anatomical template space. Successful multi-view learning can lead to better

utilization of the data yielding better predictive performance.
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The concept of multi-view representation learning has become increasingly promi-

nent these days. However, there is not yet a precise definition that circumscribes the

core idea of multi-view representation learning. One of the earlier and classical multi-

view models is Canonical Correlation Analysis (CCA) [63]. This learns view specific

linear transformations such that the correlation between two transformed datasets is

maximized. CCA has been useful in various applications [56]. For example, computer

vision [72], time series[4] , genomic data [133, 98], etc. CCA has also been extended

to a probabilistic formulation [13], a nonlinear formulation [3, 89, 12], and a sparse

formulation [9, 30, 55]. The classical CCA is limited to data from two views. In this

case, it can be solved as a generalized eigenvalue problem [107]. A generalization of

classical CCA, extending two views to multi-view has been proposed in [71], which is

called multi-set CCA (MCCA). MCCA turns out to be a much more difficult problem.

It has been shown to be NP-hard [107]. MCCA has been widely applied in various

problems, including neuroimaging [81], speech recognition [10], word embedding [35],

clustering [24], etc.

Besides CCA-like models, there are many other models that fall into multi-view

learning framework. For applications in neuroimaging, for example, several differ-

ent families of multi-view learning models besides maximizing correlation (CCA like)

have been developed, including dictionary learning [122, 1, 121, 38, 90, 36], max-

imization variance (PCA like) [60, 134, 83, 28, 50, 22], maximizing independence

(ICA like)[20, 80, 21, 123, 40, 91, 78, 22], structural factor analysis [85, 84], etc.

Furthermore, recently, there have been rapid developments in multi-view learning

with deep neural network, including fundamental model development [8, 127, 128] to

various applications spanning recommendation system [39], image caption generation

[42, 86], language model [74], computer vision[95, 136], etc.

Multi-view learning in some sense is also similar to the machine learning notions

of transfer learning or multi-task learning. These terminologies generally refer to
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accelerated learning of a new task or better generalization to a new task through

related tasks that were previously learned or are learned in parallel. In multi-view

learning, by learning a common representation across views, we can utilize data from

other views to analyze the data from the ”testing view” we are interested in.

1.2 What is Neuroimaging?

One of the greatest challenges for the 21st century is understanding how the human

brain works. The human brain is the source of memories, emotions, and thoughts.

A better understanding of the human brain facilitates the development of human

society in enormous ways, including, but not limited to science, medicine, and ed-

ucation. There are different levels of understanding the human brain, but a key

step is knowing how brain activity patterns support cognition, emotion, memories,

etc. To build these connections, we need to measure brain activity. Neuroimaging

is a collection of techniques and methods for measuring brain activity. This includes

various techniques to image the structure and the functional response of the brain.

There are many types of neuroimaging modalities, including computed tomography

(CT), diffuse optical image (DOI), event-related optical signal (EROS), magnetic res-

onance imaging (MRI), magnetoencephalography (MEG), positron emission tomog-

raphy (PET), single-photon emission computed tomography (SPECT), near-infrared

spectroscopy (NIRS), electroencephalography (EEG), electrocorticography (ECoG),

etc. Among various types of neuroimaging data, this thesis will focus on functional

Magnetic Resonance Imaging (fMRI) [64]. fMRI is a non-invasive imaging technique

measuring neural activity by using the blood-oxygen-level dependent (BOLD) [64]

contrast as a proxy for neural activation [82]. It measures human brain activity

through oxygenated blood. Among non-invasive brain imaging techniques, fMRI has
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unprecedented spatiotemporal resolution with no known side effects. The data is

gathered while subjects perform a wide-range of cognitive tasks.

1.3 The Need for Multi-view Representation

Learning in Neuroimaging

Over the past 15 years, application of multivariate statistics and machine learning to

fMRI data has lead to tremendous success in understanding how patterns of neural

activity code mental representations [59, 97, 92, 102, 31]. We argue that multi-view

learning methods will play a key role in continuing this success.

First of all, a key component of future fMRI research will be the use of multi-

subject datasets. Fundamentally, the use of multi-subject data is critical for assessing

the generality and validity of the findings across subjects. Furthermore, one can

gather at most a few thousand noisy instances of fMRI data from a single subject.

Aggregating multi-subject data to form a larger dataset is essential for increasing

the power of multivariate statistic analysis. The assumption here is that there is

information shared across subjects [58], and aggregating data means extracting this

shared information. If there’s nothing shared across subjects, there’s little hope for

extracting more information by the use of multiple subjects. Shared information

could be of various forms. It could be a set of spatial response patterns, latent time-

series of the underlying neural activity, or even networks of how various parts of the

brain work together. Extracting shared information across subjects requires resolving

a major problem. Both anatomical structure and functional topography (patterns of

brain activity) vary across subjects [114, 129, 118, 88]. There are existing methods of

anatomical alignment [114, 88, 44] , however, it is well known that standard methods

of anatomical alignment [114, 88, 44] do not adequately align functional topography

[88, 18, 108, 32, 33]. Simply averaging subjects’ fMRI responses (captured under a
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shared time-synchronized stimulus) after standard anatomical alignment[114, 88, 44],

is insufficient to address the variability in functional topography [108, 32, 33]. Indeed,

even if “perfect” anatomical alignment was possible, it would not align functional

topography [88, 18, 108, 32, 33]. Hence anatomical alignment is often followed by

spatial smoothing of the data to blur functional topographies. This is not ideal, and

this is where multi-view learning comes into play.

Another key component to understanding how patterns of neural activity code

mental representations is the development of encoding and decoding models [93] for

neuroimaging data. For encoding, we are interested in predicting brain activity from

stimuli, while for decoding, we use brain activity to predict stimuli. Multi-view rep-

resentation learning plays a key role in bridging between stimuli and brain activity

by treating them as different views of the same underlying representation. We can

directly model brain activity from stimulus or model stimulus from brain activity.

However, in the multi-view learning framework, we will be jointly learning a common

representation across brain activity and stimulus. Through the common represen-

tation, we can also arbitrarily map brain activity into stimulus or the other way

around.

1.4 Organization and Contribution of the Thesis

In Chapter 2, we introduce a framework in a factor model form to identify a shared

response. We call this a shared response framework. We first present the shared

response framework as simply a multi-view factor model. By analyzing a different

formulation, we then proposed a probabilistic shared response model (SRM). Con-

nections with related methods are drawn, and an experiment with synthetic data is

conducted and discussed at the end of the chapter.
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In Chapter 3, we introduce how we can use SRM with neuroimaging data. This

chapter demonstrates the usage of the SRM on fMRI datasets. In addition it gives

a reference guide for neuroscientists interested in exploring how can they use SRM

to aid their research. We conduct a series of experiments to verify two things. First,

SRM’s generalizability to a new stimulus, new subjects, and new areas. Second,

SRM’s effectiveness in decoupling shared and individual response from a group of

subjects.

In Chapter 4, we extend SRM by incorporating various additional desired proper-

ties. We start with the idea of combining both labeled and unlabeled data to learn a

better shared feature space. This leads to a semi-supervised extension of SRM [120].

Independent component SRM replaces the default SRM objective function with an

alternative objective function that’s similar to Independent Component Analysis [67].

Kernelized Shared Response Model (KSRM) extends standard SRM by the introduc-

tion of kernel, and Gaussian process SRM imposes temporal structure on the latent

factor.

In Chapter 5, we propose a multi-view convolutional autoencoder for multi-subject

fMRI data. The network preserves spatial locality when aggregating information

across different subjects using convolutional filters. The aim is to improve anatomical

and functional interpretability of the analysis results.

The previous chapters evaluate model performance using some form of prediction.

This can also be viewed as hypothesis testing. In Chapter 6, we go beyond the

prediction framework by discussing encoding and decoding models. With an encoding

model, we map stimulus features to brain responses. With an decoding model, we

map brain response directly to stimulus features. This opens up the possibility to

decode brain responses directly to text, going beyond multiclass classification.

In Chapter 7, we then draw conclusions and review the contribution of the thesis.

Besides the theoretical analysis and empirical evaluation of methods and algorithms
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in the thesis, we also make our research easily reproducible and open to the public by

developing and contributing to open-source software using publicly available dataset.

Prior Publications Parts of this thesis have been published in [27, 29, 139, 126,

120, 7, 28].
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Chapter 2

A Shared Response Model

2.1 Introduction

A key aspect of using multi-view data is properly aggregating the data across views.

For example, in neuroscience research, an underlying hypothesis is that under a shared

stimulus there is information shared across the subjects’ fMRI responses [58]. Aggre-

gating the fMRI data means extracting this shared information1. Shared information

could be of various forms. For example, in fMRI, it could be a set of spatial response

patterns, latent time-series of the underlying neural activity, or networks indicating

how various parts of the brain work together.

In this chapter, we develop a framework that models the shared response as a

latent variable, and focus on estimating this latent variable through multi-view data.

We first focus on developing a general framework and explore its mathematical prop-

erties. We then move on to the application of the SRM to fMRI data in Chapter 3.

Various extensions of SRM motivated by the application to fMRI data are explored

in later chapters.

1The term information is used in a generic sense, not necessary the information in information
theory.
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Multivariate statistical analysis often begins by identifying a set of features that

capture the informative aspects of the data. For example, one might select a subset

of hand-crafted features, or select a subset of principal components of the data. Then

use these features for subsequent analysis.

In a similar way, one can think of the multi-view problem as a two-step process.

First, we use training data to learn a mapping of each view’s data to a shared feature

space in a way that captures the across-view shared response. Then use these learned

mappings to project held out data for each view into the shared feature space and

perform a statistical analysis.

To make this more precise, let {Xi ∈ Rv×d}mi=1 denote matrices of training data

(v dimension of observation, over d time points) for m views. We propose using

this data to learn view specific basis Wi ∈ Rv×k, where k is to be selected, and a

shared matrix S ∈ Rk×d of feature responses such that Xi = WiS+Ei where Ei is an

error term corresponding to unmodeled aspects of the view’s data. One can think of

Wi as representing a view specific basis and S as a latent feature that captures the

component of the response shared across views. We don’t claim that S is a sufficient

statistic, but that is a useful analogy.

The contribution of this chapter is twofold: First, we propose a general framework

for identifying the shared response as a latent variable over multi-view data. Second,

we develop a probabilistic generative model under this framework for modeling and

estimating the view specific bases Wi and the shared response latent variable S.

A critical aspect of the model is that it directly estimates low dimensional shared

features. This is in contrast to methods where the number of features equals the

number of voxels [60, 83]. Moreover, the Bayesian nature of the approach provides a

natural means of incorporating prior domain knowledge.

Prior Publications Parts of this chapter have been published in [27].
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2.2 Shared Response Framework

Here we explore a particular type of multi-view dataset such that data from different

views are different realizations of the same underlying source. Our goal is to identify

the latent variables that’s shared across the views.

We assume that the multi-view data takes the form of a matrix Xi ∈ Rvi×d,

i = 1:m. Here m is the number of views, d is the number of time samples, and vi

is the dimension of the observation from the i-th view. Our objective is to model

each view as Xi = WiS + Ei where Wi ∈ Rvi×k is a basis for the i-th view, k is a

parameter selected by the experimenter, S ∈ Rk×d is a corresponding time series of

shared response coordinates, and Ei is an error term, i = 1:m. To ensure uniqueness

of coordinates, it is necessary that Wi has linearly independent columns. We make a

stronger assumption that each Wi has orthonormal columns, W T
i Wi = Ik. Properties

of this assumption are discussed in §2.2.1.

Two approaches for estimating the bases Wi and the shared response S are illus-

trated below:

minWi,S

∑
i ‖Xi −WiS‖2

F

s.t. W T
i Wi = Ik,

(2.1)

minWi,S

∑
i ‖W T

i Xi − S‖2
F

s.t. W T
i Wi = Ik,

(2.2)

where ‖ ·‖F denotes the Frobenius norm. For k ≤ v, (2.1) can be solved iteratively by

first selecting initial conditions for Wi, i = 1:m, and optimizing (2.1) with respect to

S by setting S = 1
m

∑
iW

T
i Xi. With S fixed, (2.1) becomes m separate subproblems

10
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Figure 2.1: Comparison of training objective value and testing accuracy for problem
(2.1) and (2.2) over various k on raider dataset with 500 voxels of ventral temporal
cortex (VT) in image stimulus classificiation experiment (details in §3.4). In all cases,
error bars show ±1 standard error. Figures from [27].

of the form min ‖Xi −WiS‖2
F with solution Wi = ŨiṼ

T
i , where ŨiΣ̃iṼ

T
i is an SVD

of XiS
T [61]. These two steps can be iterated until a stopping criterion is satisfied.

Similarly, for k ≤ v, (2.2) can also be solved iteratively. However, for k < v, there is

no known fast update of Wi given S. Hence this must be done using local gradient

decent on the Stiefel manifold [37]. Both approaches yield the same solution when

k = v, but are not equivalent in the more interesting situation k � v (see §2.2.1).

What is most important, however, is that problem (2.2) with k < v, often learns

an uninformative shared response S. This is illustrated in Fig. 2.1 which plots of

the value of the training objective and the test accuracy (image classification using

the raider fMRI dataset, see §3.4)) for a stimulus classification experiment versus

iteration count. For problem (2.1), test accuracy increases with decreasing training

error, Whereas for problem (2.2), test accuracy decreases with decreasing training

error (This can be explained analytically, see §2.2.1). We therefore base our approach

on a generalization of problem (2.1). We call the resulting S and {Wi}mi=1 a shared

response model (SRM).

A simplified view of shared response framework is to view it as a factor model

with the ability to include view specific structure. Utilizing the assumption that

observations from different views of the same time point are different manifestations

of the same shared feature, we concatenate the data over the observed data dimension

keeping the temporal dimension synchronized. The factor model perspective learns

11



a shared latent time series as well as view specific basis. The view specific basis

plays the role of bridging between shared feature space and observation space. A

simple illustration is shown in Fig. 2.2. This pictorial illustration will help motivate

extensions of this framework in §4.

2.2.1 Shared Response Framework Properties

Before extending this simple model, we note a few important properties. First, a

solution of (2.1) is not unique. If S, {Wi}mi=1 is a solution, then so is QS, {WiQ
T}mi=1,

for any k×k orthogonal matrix Q. This is not a problem as long as we only learn one

template and one set of view bases. Any new views or new data will be referenced to

the original SRM. However, if we independently learn two SRMs, the group shared

responses S1, S2, may not be registered (use the same Q). We register S1 to S2 by

finding a k× k orthogonal matrix Q to minimize ‖S2−QS1‖2
F ; then use QS1 in place

of S1 and WjQ
T in place of Wj for subjects in the first SRM.

Next, when projected onto the span of its basis, each view’s training data Xi

has coordinates Si = W T
i Xi and the learning phase ensures S = 1/m

∑m
i Si. The

projection to k shared features and the averaging across subjects in shared feature

space both contribute to across-view denoising during the learning phase. By mapping

S back into observation space, we obtain the observation space manifestation WiS of

the denoised, shared component of each view’s training data. The training data of the

j-th view can also be mapped through the shared response model to the observation

space of the i-th view by the mapping X̂i,j = WiW
T
j Xj.

New views are easily added to an existing SRM S, {Wi}mi=1. We refer to S as

the training template. To introduce a new view j = m + 1 with training data

Xj, form its orthonormal basis by minimizing the mean squared modeling error

minWj ,WT
j Wj=Ik

‖Xj − WjS‖2
F . Note that S, and the existing W1:m do not change;

we simply add a new view by using its training data under the same stimulus and

12



Figure 2.2: Illustration of shared response framework. Top: Generic framework.
Middle: Observations across views of the same timepoint can be viewed as linear
combination of view specific basis weighted by a shared feature. Bottom: Observed
time series of each view can be viewed as linear combination of shared latent time
series weighted by subject specific weights.
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the template S to determine its view basis. We can also add new data to an SRM.

Let X ′i, i = 1:m, denote new data collected under a distinct stimulus from the same

views. This is added to the study by forming S ′i = W T
i X

′
i, then averaging these

projections to form the shared response for the new data: S ′ = 1/m
∑m

i=1W
T
i X

′
i. This

assumes the learned view specific basis Wi generalizes to the new data. This requires

sufficiently rich stimulus in the learning phase.

Comparison between (2.1) and (2.2)

When k = v square orthogonal matrices W T
i Wi = WiW

T
i = I, in this case, we can

easily show an identity between (2.1) and (2.2). Starting with the objective function

of (2.1), we show that it’s equivalent to (2.2):

‖W T
i Xi − S‖2

F

=tr
(
(W T

i Xi − S)T (W T
i Xi − S)

)
=tr
(
(W T

i Xi − S)TW T
i Wi(W

T
i Xi − S)

)
=tr
(
(Xi −WiS)T (Xi −WiS)

)
(2.3)

=‖Xi −WiS‖2
F .

However, when k < v, Wi is a narrow matrix with orthonormal columns and WiW
T
i 6=

I, the equality of (2.3) doesn’t hold.

We now consider the difference between (2.1) and (2.2), in an attempt to under-

stand why these objectives can lead to drastically different results (as in Fig. 2.1). Xi

can be decomposed as XW
i + XW⊥

i , where XW
i = WiW

T
i Xi is the part of Xi in the

span of Wi and XW⊥
i = W⊥

i W
⊥
i
T
Xi is the part of Xi in the orthogonal complement

14



of span of Wi. By expanding (2.1) and (2.2), we get:

‖W T
i Xi − S‖2

F = tr(XW
i

T
XW
i )− 2tr(XW

i

T
WiS) + tr(STS) (2.4)

‖Xi −WiS‖2
F = tr(XW

i

T
XW
i ) + tr(XW⊥

i

T
XW⊥
i )− 2tr(XW

i

T
WiS) + tr(STS) (2.5)

Since tr(XW
i
T
XW
i ) + tr(XW⊥

i
T
XW⊥
i ) = tr(XT

i Xi), (2.5) is trying to find Wi to

maximize tr(XW
i
T
WiS). This maximizes the correlation between transformed obser-

vation W T
i Xi and the shared response S. However, for (2.4), there’s a conflict between

the first and second terms. The first term is minimizing the variance of projected

data, while the second term is maximizing the variance of projected data XW
i with

the shared response. Due to this conflict, (2.2) is prone to find an uninformative basis

Wi which doesn’t generalize well. This is verified in Fig. 2.1.

From (2.5), the first and second terms add up to tr(XT
i Xi), which is a constant

value with respoect to Wi. Therefore, we can view maximizing (2.5) as,

max
m∑
i=1

2tr(XT
i WiS)−

m∑
i=1

tr(STS).

By replacing S = 1/m
∑m

j=1W
T
j Xj, we get

1

m

∑
i,j

2tr(XT
i WiW

T
j Xj)−

1

m

∑
i,j

tr(XT
i WiW

T
j Xj)

=
1

m

∑
i,j

tr(XT
i WiW

T
j Xj).

This shows that the model is maximizing the sum of pair-wise covariance and within

view variance after projecting the data into shared feature space through view specific

basis.

15



2.2.2 Discussion of the Orthogonality Constraint

The orthonormal constraint W T
i Wi = Ik in SRM is similar to that of PCA. In certain

special cases, orthogonality can be justified from known neuroscience results. For

example, when brain activation patterns for two distinct stimuli classes are known to

be spatially disjoint. However, in general, there is no reason to believe that key brain

response patterns are orthogonal. So, the orthonormal bases found via SRM should

be regarded as a computational tool to aid statistical analysis. From a computational

viewpoint, orthogonality has the advantage of robustness and preserving temporal

geometry. In §2.2.1, we also show a nice interpretation of SRM’s objective function

in terms of maximizing within-view variance and paired-wise covariance.

Dropping orthogonality

Here we try dropping the orthogonality constraint in (2.1). This leads to the following

modified formulation

minWi,S

∑
i ‖Xi −WiS‖2

F .
(2.6)

(2.6) can be solved iteratively by first selecting initial conditions for Wi, i = 1:m,

and optimizing (2.1) with respect to S by setting S = (
∑

iW
T
i Wi)

−1(
∑

iW
T
i X).

With S fixed, (2.6) becomes m separate subproblems of the form min ‖Xi −WiS‖2
F ,

which is simply ordinary least squares. Hence Wi = XiS
T (SST )−1. These two steps

can be iterated until a stopping criterion is satisfied.

We empirically evaluate the effect of dropping orthogonality constraint with the

experiments in §3.4, including a time segment matching experiment and image cat-

egory classification. Problem (2.6) is solved for various k. The results are shown in

Fig. 2.3. We observe lower predictive performance comparing to the results in Fig. 3.3.
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Figure 2.3: Testing accuracy for (2.6) over various k on 500 voxels from raider(§3.2.1),
forrest(§3.2.4), and sherlock(§3.2.2) in time segment matching experiment (left) and
image stimulus classification experiment (right) (details in 3.4). In all cases, error
bars show 1 standard error.

Furthermore, (2.6) tends to perform poorly when k is set to a large value, this might

be due to the lack of robustness after dropping the orthogonality constraint.

2.3 Probabilistic Shared Response Model (SRM)

We now extend our simple shared response model to a probabilistic setting. Let

xit ∈ Rv denote the observation from the i-th view at time t. For the moment,

assume these observations are centered over time. Let st ∈ Rk be a hyperparameter

modeling the shared response at time t = 1:d, and model the observation at time t

for dataset i as the outcome of a random vector:

xit ∼ N (Wist, ρ
2I), with W T

i Wi = Ik, (2.7)

where, xit takes values in Rv, Wi ∈ Rv×k, i = 1:m, and ρ2 is a subject independent

hyperparameter. The negative log-likelihood of this model is

L =
∑
t

∑
i

v

2
log 2π +

v

2
log ρ2 +

ρ−2

2
(xit −Wist)

T (xit −Wist).
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Noting that xit is the t-th column of Xi, we see that minimizing L with respect to

Wi and S = [s1, . . . , sd], requires the solution of:

min
∑

t

∑
i(xit −Wist)

T (xit −Wist) = min
∑

i ‖Xi −WiS‖2
F .

Thus maximum likelihood estimation for this model matches (2.1).

In many practical multi-view datasets, d� m. Since st is time specific but shared

across the m views, we see that there is palpable value in regularizing its estimation.

In contrast, view specific variables such as Wi are shared across time, a dimension in

which data is relatively plentiful. Hence, a natural extension of (2.7) is to make st

a shared latent random vector st ∼ N (0,Σs) taking values in Rk. The observation

for dataset i at time t then has the conditional density p(xit|st) = N (Wist + µi, ρ
2
i I),

where the subject specific mean µi allows for a non-zero mean and we assume subject

dependent isotropic noise covariance ρ2
i I. This is an extended multi-subject form of

factor analysis, but in factor analysis one normally assumes Σs = I.

To form a joint model, let xTt = [x1t
T . . .xmt

T ], W T = [W T
1 . . .W T

m], µT =

[µT1 . . . µ
T
m], Ψ = diag(ρ2

1I, . . . , ρ
2
mI), ε ∼ N (0,Ψ), and Σx = WΣsW

T + Ψ. Then

xt = W st + µ+ ε, (2.8)

with xt ∼ N (µ,Σx) taking values in Rmv. For this joint model, we formulate SRM

as:

st ∼ N (0,Σs),

xit|st ∼ N (Wist + µi, ρ
2
i I), (2.9)

W T
i Wi = Ik,
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Figure 2.4: Graphical model for SRM. Shaded nodes: observations, unshaded nodes:
latent variables, and black squares: hyperparameters. Figure from [27].

where st takes values in Rk, xit takes values in Rv, and the hyperparameters Wi

are matrices in Rv×k, i = 1:m. The latent variable st, with covariance Σs, models a

shared elicited response across all subjects at time t. By applying the same orthogonal

transform to each of the Wi, we can assume, without loss of generality, that Σs is

diagonal. The SRM graphical model is displayed in Fig. 2.4.

2.4 Parameter Estimation for SRM

There are two ways to estimate the parameters of the SRM model. One way is

to apply Stiefel manifold optimization [37] to find maximum likelihood solutions.

An alternative is to derive a constrained EM algorithm to find maximum likelihood

solutions. This has faster convergence due to coordinate descent. This is the approach

followed here. Let θ denote the vector of all parameters. In the E-step, given initial

value or estimated value θold from the previous M-step, we calculate the sufficient

statistics by taking an expectation with respect to p(st|xt, θold):

Es|x[st] = (WΣs)
T (WΣsW

T + Ψ)−1(xt − µ), (2.10)

Es|x[sts
T
t ] = Vars|x[st] + Es|x[st]Es|x[st]

T

= Σs − ΣT
sW

T (WΣsW
T + Ψ)−1WΣs + Es|x[st]Es|x[st]

T . (2.11)
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In the M-step, we update the parameter estimate to θnew by maximizing Q with

respect to Wi, µi, ρ
2
i , i = 1:m, and Σs. This is given by θnew = arg maxθQ(θ, θold),

where

Q(θ, θold) = 1
d

∑d
t=1

∫
p(st|xt, θold) log p(xt, st|θ)dst.

Due to the model structure, Q can be maximized with respect to each parameter

separately. To enforce the orthogonality of Wi, we bring a symmetric matrix Λi of

Lagrange multipliers and add the constraint term tr(Λi(W
T
i Wi− I)) to the objective

function. Setting the derivatives of the modified objective to zero, we obtain the

following update equations:

µnew
i = 1

d

∑
t xit, (2.12)

W new
i = Ai(A

T
i Ai)

−1/2, Ai = 1
2

(∑
t(xit − µnew

i )Es|x[st]
T
)
, (2.13)

ρ2
i

new
= 1

dv

∑
t

(
‖xit − µnew

i ‖2 − 2(xit − µnew
i )TW new

i Es|x[st] + tr(Es|x[sts
T
t ])
)
, (2.14)

Σnew
s = 1

d

∑
t(Es|x[sts

T
t ]). (2.15)

We provide an initial value for Wi by selecting a random matrix in Ov,k, i = 1:m.

In our experimental tests (see Chapter 3) we observe robust performance over random

initializations.

SRM is adaptively aggregating data with different estimated noise level

We note that (2.1) implicitly assumes subjects had identical noise level. This is

reflected by the update equation for S taking a uniform average of the transformed

data. In SRM, if instead we set the estimated value of ρ2
i to be κ2

iλ
z for 0 < λ < 1,

i = 1:m, and let z →∞, then the shared response becomes a weighted average of the

transformed data in which subjects with less noise are weighted more:

limz→∞ Es|x[S] = limz→∞
∑

i diag

{
κ−2
i λ−z∑

j κ
−2
j λ−z+σ−1

i

}
W T
i Xi =

∑
i

1/κ2i∑
j(1/κ2j )

W T
i Xi.
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2.5 Connections with Related Methods

The shared response framework and SRM are closely connected to various families

of factor models with different types of objective function or details in formulation.

Those families of factor models include maximizing correlation, maximizing vari-

ance/covariance, maximizing independence, structured factor model, and others. In

this section, we draw connections among the proposed framework, SRM, and related

models. Since there are a large amount of models in each family, we select a few

representative ones from each group and conduct a detailed comparison with SRM.

2.5.1 Maximize Correlation (CCA like)

CCA finds two linear transformations for two views such that the correlation between

the transformed data is maximized. Probabilistic CCA (pCCA) [13] has been pro-

posed as a probabilistic interpretation of CCA, following a similar approach between

probabilistic PCA (pPCA) [117] and PCA. There has also been research using multi-

set pCCA by directly extending the results in [13] from 2 sets to multi-set. But to

our knowledge, there is no proof connecting multi-set pCCA and multi-set CCA.

A connection between SRM and pCCA can be established in the case of two

datasets. In this case, SRM and CCA solutions are different parameterizations of the

same pCCA likelihood function, each yielding a maximum of the log-likelihood. We

show this result below.

Connections between SRM and CCA

We show that the SRM and CCA solutions are different parameterizations of the two

subject pCCA likelihood function. pCCA was proposed as a probabilistic model and

it was shown that its maximum likelihood estimates leads to the identical canonical

correlation directions obtained in classical two subject CCA. Probabilistic CCA is
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proposed as follows:

z ∼ N (0, I), z ∈ Rk, k ≤ v

x1|z ∼ N (W1z + µ1,Ψ1)

x2|z ∼ N (W2z + µ2,Ψ2),

where x1 and x2 take values in Rv. The maximum likelihood estimates are:

Ŵ1 = Σ̃11Û1M̂1

Ŵ2 = Σ̃22Û2M̂2

Ψ̂1 = Σ̃11 − Ŵ1Ŵ
T
1

Ψ̂2 = Σ̃22 − Ŵ2Ŵ
T
2

µ̂1 = ũ1

µ̂2 = ũ2

where Ûi = Σ̃
− 1

2
ii V̂i, V̂1P̂ V̂

T
2 is an SVD of Σ̃

− 1
2

11 Σ̃12Σ̃
− 1

2
22 , and M̂1, M̂2 are arbitrary

matrices such that P̂ = M̂1M̂
T
2 . Ûi is the transformation matrix for dataset i in CCA

solutions. The corresponding log-likelihood value is

L
∣∣
Ŵ ,Ψ̂,µ̂

= −2vd

2
log 2πe− d

2
log |Σ̃x|

Next, following similar approach as in [13] we can show that a different mode

of maximum likelihood estimates of pCCA leads to close relation with SRM. We

derive this mode by taking the derivative of the log-likelihood but using a different
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parameterization than pCCA. The maximum likelihood estimates are:

W 1 = U1M1

W 2 = U2M2

Ψ1 = Σ̃11 −W 1W
T

1

Ψ2 = Σ̃22 −W 2W
T

2

µ1 = ũ1

µ2 = ũ2

where U1P U
T

2 is an SVD of Σ̃12, and M1,M2 are arbitrary matrices such that

P = M1M
T

2 . U i is the orthogonal transformation matrix for dataset i in SRM

solutions. The corresponding log-likelihood value is

L
∣∣
W,Ψ,µ

= −2vd

2
log 2πe− d

2
log |Σ̃x|

which is equal to the log-likelihood derived in pCCA. This shows that for two sub-

jects the SRM and CCA solutions are different parameterizations of the same pCCA

likelihood.

�

Connections between SRM and Hyperalignment

Hyperalignment (HA) [60], learns a shared representation by rotating subjects’ time

series responses to maximize inter-subject time series correlation [58]. This has been

proved in [83] and can be shown through connections between HA and regularized

CCA [134]. The formulation in [60] is based on problem (2.2) with k = v and Wi a

v × v orthogonal matrix. So this method does not directly reduce the dimension of

the feature space, nor does it directly extend to this case (see Fig. 2.1). Although
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dimensionality reduction can be done posthoc using PCA, [60] shows that this doesn’t

lead to performance improvement. In contrast, we show in §2.2.1 that selecting k � v

can improve the performance of SRM beyond that attained by HA [60] when cast into

a probabilistic framework.

We show that Hyperalignment [60] is equivalent to (2.2) when k = v. Following

is the formulation of Hyperalignment. Note that Xi ∈ Rv×d here is the transpose of

the notation used in [60].

minRi

∑
i<j ‖XT

i Ri −XT
j Rj‖2

F

s.t. RT
i Ri = RiR

T
i = Iv,

(2.16)

Let G = 1/m
∑

iX
T
i Ri, from the equality

∑
i<j ‖XT

i Ri−XT
j Rj‖2

F =
∑

i ‖XT
i Ri−G‖2

F

[61], by letting Wi = Ri and S = GT , we get identical formulation as (2.2) when

k = v.

�

Connections between SRM and regularized Hyperalignment

We now show the difference between SRM and regularized HA (rHA) in [134]. rHA

makes a connection between HA and CCA [63] using a ridge CCA formulation [124].

We show rHA on the left and a matching formulation in SRM notation on the right:

min
∑

i<j ‖XT
i Ri −XT

j Rj‖2
F

s.t. RT
i ((1− α)XiX

T
i + αI)Ri = I

≡
min

∑
i ‖W T

i Xi − S‖2
F

s.t. W T
i ((1− α)XiX

T
i + αI)Wi = I.

rHA introduces a parameter α bridging the HA constraint RT
i Ri = I and the CCA

constraint RT
i X

T
i XiRi = I. rHA becomes standard HA when α→ 1 and CCA when
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α→ 0. In contrast to the regularization on the loading matrices Wi imposed by rHA,

SRM introduces regularization on the shared randomness st.

�

2.5.2 Maximize Variance/Covariance (PCA like)

For one subject, (2.1) is identical to PCA, and SRM is similar to a variant of pPCA

[2] that imposes an orthogonality constraint on the loading matrix. pPCA yields

an orthogonal loading matrix. However, due to the increase in model complexity to

handle multiple datasets, SRM has an explicit constraint of orthogonal loading ma-

trices. Furthermore, in a standard PCA setting, there’s no notion of multi-view data.

Therefore, PCA treats all data from a single view perspective and learns principal

directions to maximize variance after projection. On the contrary, in essence, SRM

takes the multi-view aspect of data into account and learns view specific basis to

maximize the sum of both within-view variance and pair-wise covariance (§2.2.1).

2.5.3 Maximize Independence (ICA like)

The GICA, IVA algorithms [91] do not assume time-synchronized stimulus and hence

concatenate data along the time dimension (implying spatial consistency) and learn

spatial independent components. In contrast, we assume a time-synchronized stimu-

lus for anchoring the shared response to overcome a spatial mismatch in view specific

bases.

Connections between SRM and Standard ICA

Standard ICA [67] is a factor model that tries to find a linear representation of data

so that the components are statistically independent, or as independent as possible.
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Using our notation, given data x,

x = W s,

where s is the independent components. There are two main differences between

ICA and SRM. First, ICA isn’t designed for multiple datasets. Although there are

multiple datasets extension of ICA, such as GICA, IVA. Second, ICA doesn’t have

the notion of “shared response”. It’s maximizing statistical independence, but this

doesn’t necessarily lead to shared components. This is examined further in Chapter

3.5.

�

2.5.4 Structured Factor Model

Topographic Factor Analysis (TFA) [85] is a factor model using a topographic basis

composed of spherical Gaussians with different centers and widths. This choice of

basis is constraining, but since each factor is a “Gaussian blob” in the brain, it has

the advantage of providing a simple spatial interpretation. Hierarchical TFA [84]

extends [85] into group setting such that each subject has a set of topographic basis,

and subject level topographic bases are a perturbation of a group level template

topographic basis. These models can be trained with either variational inference or

maximum a posteriori (MAP) inference.

On the other end, instead of parameterizing the model with a structured basis,

[1, 121, 38, 36] propose a series of dictionary-learning-based models with structural

sparsity regularization. The models regularize the basis to be piece-wise smooth and

compact, making up blobs, contrary to the scattered activation patterns.

We have tried extending SRM in both directions, model parameterization for a

structural basis and regularization for a structural basis. However, learning a basis
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that is both structured and useful for prediction purpose turns out to be very difficult.

We obtain results which are either a structural basis with low predictive performance

or nonstructural basis with a high predictive performance. Bases with high predictive

power, but nonstructural, are useful for detecting the existence of information within

ROI. However, structured bases with low predictive power aren’t useful, since we

can’t verify that the structure is informative. How one can strike a nice balance or

establishing some form of trade-off between structural basis and predictive power will

be an interesting future direction.

2.5.5 Other Methods

SRM is also related to ridge regression. We make this connection by showing that

single subject SRM is connected with ridge regression with an orthogonality constraint

on the loading matrix.

Connections between SRM and Ridge Regression

SRM is related to ridge regression. We make this connection Assume st is sampled

from N (0, γ2I) with γ2 known, and that Σx′m = I. When M = 1, MAP estimation of

Wi and st, t = 1:T , estimates a mode of the log posterior distribution
∑

t log p(st|xit):

max
∑

t

(
log p(xit|st) + log p(st)

)
≡ min

∑
t

(
‖xit −Wist‖2

F + γ−2‖st‖2
2

)
.

This is ridge regression for st given Wi, and least squares regression for Wi (with

an orthogonality constraint), given st, t = 1 :T . In the multi-subject case, MAP

estimation of Wi and st, will be similar but with a block-wise orthonormal structure

in W :

max
∑

t

∑
i

(
log p(xit|st) + log p(st)

)
≡ min

∑
t

(
‖xt −W st‖2

F + γ−2‖st‖2
2

)
.
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2.6 Empirical Test of SRM with Synthetic Data

We begin the evaluation of SRM’s ability to reconstruct a shared response by using

a synthetic dataset. We first generate the three-dimensional shared response shown

in Fig. 2.5(i) with 200 time points. Three-dimensional shared response is used due to

its easy visualization. We then synthesize observations for five different views from

this three-dimensional shared response. For each view, we independently augment the

three-dimensional shared response with 30 independently sampled noise features. The

noise features play the role of unshared view specific responses. We then rotate each

view’s dataset using a view specific random orthogonal matrix. So for each view, we

obtain a data matrix Xi ∈ R33×200 that contains a mixture of the three-dimensional

shared response and 30 channels of independent noise. Finally, SRM is fit to this

synthetic data with various values of the signal-to-noise ratio. The SNR in dB is

defined as 10 log(Psignal/Pnoise). According to the preset SNR and the signal power,

we calculate the corresponding noise power using the above equation. The noise is

generated from a zero mean Gaussian with variance as the square root of calculated

noise power. In this experiment, k is directly set to the known ground truth, three

dimensions. For real datasets, cross-validation will be used to select k.

Due to the non-identifiability property of the model (§2.2.1), the shared response

is only estimated up to an orthogonal transformation. We use the approach described

in §2.2.1 to learn an extra rotational matrix Q to find the rotation that best matches

the learned shared response with the ground truth . This is necessary for visually

comparing the reconstructed shared response and the ground truth shared response.

The final results (Fig. 2.5) show that the method is capable of reconstructing the

original shared response up to a rotation.
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(i) True shared response. (ii) 10dB SNR

(iii) 5dB SNR (iv) 1dB SNR

Figure 2.5: Estimated shared features from the synthetic dataset. (i) true shared
response. Estimate of shared response under (ii) 10dB SNR; (iii) 5dB SNR; and (iv)
1dB SNR.

2.7 Discussion and Conclusion

In this chapter, we have proposed a general multi-view learning framework for iden-

tifying shared response as a latent time series over multi-view data. This framework

can be viewed as a multi-view factor model, such that it decomposes data from each

view into sets of view specific basis as well as a set of shared response that is shared

across views. This framework will guide our thinking for several models in this the-

sis. The low-dimensional shared representation also helps with both denoising and

learning a concise representation.

We utilize the assumption that data from different views of the same timepoints

are different realizations of the same underlying source to accommodate non-uniform

dimensionality across views. However, this might not be the case for some datasets.

We demonstrate an approach to overcome this requirement in §3.9.1.
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Besides the general framework, we also develop a probabilistic generative model,

shared response model (SRM), for modeling and estimating the view specific basis

and the shared response latent variable such that the within-view variance and across

views pair-wise covariance is maximized. The idea of a probabilistic generative model

roots from the two different approaches for estimating the bases in the initial frame-

work. In that framework, we demonstrate the superior predictive performance of the

generative approach. To do inference with SRM, a constrained EM algorithm is de-

veloped preserving the orthogonality constraint of view specific basis during inference.

Finally, connections between SRM and related methods are drawn in §2.5 and

in §2.6 an experiment on synthetic data is conducted, demonstrating the models’

effectiveness in reconstructing the synthetic shared response.
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Chapter 3

Shared Response Model on

Neuroimaging Data

3.1 Introduction

In Chapter 2, we motivated SRM from a multi-view learning perspective without tying

it to a specific application. In this chapter, we explore its application in neuroimaging.

In addition to studying the application of SRM to fMRI data, this chapter is a

thorough reference guide for neuroscientists on using SRM with neuroimaging data.

To conduct neuroimaging analysis with SRM, we start with a series of questions

that the users of SRM should ask before using it.

What are the views? From the multi-view learning perspective, a view can be of

various forms. For example, we can treat neuroimaging data from different subjects,

different modalities, different areas of the same subject, or even stimulus features as

different “views.” This question is highly related to the input data we want to ana-

lyze. As an example, in fMRI studies, it’s typical to use a multi-subject dataset. This

allows verification of generalizability of the scientific discovery, and increases statisti-
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cal power. In this case, to use a multi-subject dataset in the multi-view representation

learning framework, we treat each subject’s fMRI data as a different view.

What is the hypothesis that we are testing? A fundamental approach to sci-

entific research is the idea of testing a hypothesis. Depending on the hypothesis,

there are different ways to use SRM. Here we explain a perspective we hold on us-

ing prediction as hypothesis testing. We argue that some forms of prediction can be

viewed as hypothesis testing. For example, if we want to test whether image category

information exists in ventral temporal cortex (VT), we could conduct image category

prediction using the fMRI response from ventral temporal cortex. The null hypoth-

esis will be that image category information doesn’t exist in VT and the prediction

accuracy of image category should be at chance level. For every batch of data, we con-

duct classification and a classification accuracy is calculated. With the classification

accuracy and the chance level accuracy, a binomial test can be conducted. Through

different experiments in this chapter, we show different ways to use SRM.

Which space are we analyzing in? For SRM, there is one voxel space per view

and a shared feature space. A critical decision when using SRM is in which space to

analyze the data. Shared feature space and voxel space exhibit very different prop-

erties. Shared feature space tends to be lower dimensional, and the low-dimensional

representation generally leads to higher predictive performance. However, the ab-

stract shared feature space doesn’t have the notion of “voxel,” which makes associat-

ing predictive performance with brain regions hard. On the other hand, voxel space

has exactly the same dimensionality as the number of voxels. The key advantage of

analyzing in the voxel space is its close association with brain anatomy, which pro-

vides high interpretability. Empirically, conducting statistical analysis in voxel space

tends to have lower sensitivity.
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With these questions answered, we can then proceed to how we use SRM on

fMRI data. To conduct multivariate statistical analysis one might select a subset of

voxels within an anatomical region of interest (ROI), or select a subset of principal

components of the ROI, then use these selected features for subsequent analysis. In

a similar way, the fMRI data aggregation problem, can be thought of as a two step

process. First use training data to learn a mapping of each subject’s measured data

to a shared feature space in a way that captures the across-subject shared response.

One can then use these learned mappings to project held out data for each subject

into the shared feature space and perform a statistical analysis. Alternatively one

can use the learned mappings to project data from the feature space to voxel space

for analysis. We can view analysis in the feature space as working with a denoised

representation of the data. Empirically, working in the feature space leads to higher

predictive power. However, the drawback of working in the feature space is that we are

disconnected from the anatomical information which can be critical for neuroscience

interpretability. There are two ways to solve this. One way is to use a searchlight

[77, 41, 50, 139, 29] approach. This is demonstrated in §3.7. The other way is

to conduct the analysis in voxel space by first mapping to feature space and then

mapping back to voxel space. This is demonstrated in §3.6.

To make this more precise, let multi-subject fMRI time-series data Xi ∈ Rvi×d,

i = 1:m, be collected for m subjects as they are presented with identical, time syn-

chronized stimuli. Here d is the number of time samples in TRs (Time of Repetition),

and vi is the number of voxels. Note that the number of voxels across subjects/views

does not have to be the same, allowing greater flexibility for data analysis. The model

learns view specific bases that bridge between view observation spaces and a shared

feature space.

In this chapter, we demonstrate various ways to apply SRM for fMRI data analysis.

SRM learns a low dimensional shared feature space such that between views pair-wise
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covariance and within view variance is maximized after projecting to the feature space.

The key “product” is the mapping from each view’s observation space to the shared

feature space. As long as we hypothesize there’s some latent representation shared

across different views, we can apply SRM and test the hypothesis through predictive

experiments. With this in mind, we first show how to use SRM for identifying shared

feature space across subjects. We show generalization to a new subject and a new

stimulus through comparison with spatial smoothing, using time segment matching,

and image classification. In addition to identifying what is shared across subjects,

we can also remove the shared response from the original response to obtain the

residual individual response. This is demonstrated in the differentiating between

groups experiment in §3.5.

Prior Publications and Acknowledgment Parts of this chapter have been pub-

lished in [27, 139]. I thank Michael J. Arcaro for his permission to use retinotopy

figures in §3.6.

3.2 fMRI Datasets

We assess the performance and robustness of SRM using the fMRI datasets shown in

Table 3.1. These were collected using different MRI machines, subjects, and prepro-

cessing pipelines. For the various experiments, we either use data from whole brain,

a region of interest (ROI), or in searchlights. The areas that are being used will be

specify in the experiment description.

3.2.1 Raider dataset

The raider [60] dataset has two parts. The first part was collected while 10 subjects

viewed the movie “Raiders of the Lost Ark” (110 mins), and the second part was
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collected while the same 10 subjects viewed a series of still images (7 categories, 8

runs).

3.2.2 Sherlock dataset

The sherlock [25] dataset has two parts. The first part, sherlock-movie, is a movie

watching part, the dataset was collected while 16 subjects watched an episode of the

BBC TV series “Sherlock” (50 mins). The second part, sherlock-recall is a movie free-

recall experiment. This was collected while the same 16 subjects verbally reiterated

the “Sherlock” episode without any outside prompts.

3.2.3 Audiobook dataset

The audiobook [138] dataset was collected while 40 subjects listened to a narrated

story (15 mins) with two possible interpretations. Half of the subjects had a prior con-

text favoring one interpretation, the other half had a prior context favoring the other

interpretation. Post scanning questionnaires showed no difference in comprehension

but a significant difference in interpretations between groups.

3.2.4 Forrest dataset

The forrest [52] dataset was collected while 18 subjects listened to an auditory version

of the film “Forrest Gump” (120 mins).

3.2.5 Region of interest (ROI)

We use different ROI for different experiment. The ROIs vary in function from

visual processing, language, memory, to understanding others’ mental states. The

regions that we use include visual cortex, ventral temporal cortex (VT) [59], planum

temporale (PT) [48], posterior medial cortex (PMC) [87], and default mode network
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Dataset Subjs TRs (s/TR)
sherlock (audio-visual movie) [25] 16 1976 (1.5)
raider (audio-visual movie) [60] 10 2203 (3)
forrest (audio movie) [52] 18 3599 (2)
audiobook (narrated story) [138] 40 449 (1.5)

Table 3.1: fMRI datasets and their respective properties.

(DMN) [105]. With respect to the different datasets, the number of voxels for each

ROI ranges from several hundred voxels to few thousand voxels.

3.3 SRM and Spatial Smoothing

In this experiment, we compare two approaches, SRM and spatial smoothing, to

detect a shared response between two independent groups receiving the same stimulus.

From a multi-view perspective, each subject is a view and we compare the similarity

of estimated within-group shared response.

We first use spatial smoothing to determine if we can detect a shared response in

posterior medial cortex (PMC) [87] for the sherlock dataset (§3.2.2). The subjects are

randomly partitioned into two equal sized groups, the data for each group is averaged,

we calculate the Pearson correlation over voxels between these averaged responses for

each time, then average these correlations over time. This is a measure of similarity

of the sequence of brain maps in the two average responses. We repeat this for five

random subject divisions and average the results. If there is a shared response, we

expect a positive average correlation between the groups, but if functional topogra-

phies differ significantly across subjects, this correlation may be small. If the result

not distinct from zero, a shared response is not detected. The computation yields the

benchmark value 0.26 ± 0.006 shown as the purple bar in the right plot in Fig. 3.1.

This is support for a shared response in PMC, but we posit that the subject’s func-

tional topographies in PMC are misaligned. To test this, we use a Gaussian filter,
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Figure 3.1: SRM and spatial smoothing. Left: Learn using half of the data, then
compute between group correlation on other half. Right: Pearson correlation after
spatial smoothing, and SRM with various k. Error bars: ±1 stand. error. Figures
from [27].

with width at half height of 3, 4, 5 and 6mm, to spatially smooth each subject’s fMRI

data. We then recalculate the average Pearson correlation as described above. The

results, shown as blue bars in Fig. 3.1, indicate higher correlations with greater spa-

tial smoothing. This indicates greater average correlation of the responses at lower

spatial frequencies, suggesting a fine scale mismatch of functional topographies across

subjects.

We now test the robustness of SRM using the unsmoothed data. The subjects are

randomly partitioned into two equal sized groups. The data in each group is divided

in time into two halves, and the same half in each group is used to learn a shared

response model for the group. The independently obtained group templates S1, S2,

are then registered using a k × k orthogonal matrix Q (method outlined in §2.2.1:

finding a k× k orthogonal matrix Q to minimize ‖S2−QS1‖2
F ; then use QS1 in place

of S1 and WjQ
T in place of Wj for subjects in group 1. This leaves the product WjS1

invariant for subjects in that group.) For each group, the second half of the data is

projected to feature space using the subject-specific bases and averaged. Then the

Pearson correlation over features is calculated between the group averaged shared

responses, and averaged over time. This is repeated using the other halves of the

subject’s data for training and the results are averaged. The average results over 5
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random subject divisions are report as the green bars in Fig. 3.1. With k = 813 there

is no reduction of dimension and SRM achieves a correlation equivalent to 6mm spatial

smoothing. This strong average correlation between groups, suggests some form of

shared response. As expected, if the dimension of the feature space k is reduced, the

correlation increases. A smaller value of k, forces SRM to focus on shared features

yielding the best data representation and gives greater noise rejection. Learning 50

features achieves a 33% higher average correlation in feature space than is achieved by

6mm spatial smoothing in voxel space. A commensurate improvement occurs when

SRM is applied to the spatially smoothed data. We note that higher correlation

doesn’t necessarily reflect the usefulness of learned basis in prediction. Ideally we will

apply SRM on unsmoothed data for estimation of subject specific basis, which can

be viewed as an adaptive smoothing. Smoothed data is not ideal due to the removal

of fine-grained spatial patterns. We also expect a higher predictive performance by

using unsmoothed data compared to smoothed data because the former contains more

information that can be utilized by SRM.

3.4 Temporal Similarity and Image Classification

In this set of experiments, we test if the shared response estimated by SRM generalizes

to new subjects and new data using versions of two experiments from [60] (unlike in

[60], here the held out subject is not included in learning phase). Different subjects

are treated as different views in this experiment.

The first experiment tests if an 18s time segment from a held-out subject’s new

data can be located in the corresponding new data of the training subjects. A shared

response and subject specific bases are learned using half of the data, and the held out

subject’s basis is estimated using the shared response as a template. Then a random

18s test segment from the unused half of the held out subject’s data is projected onto
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the subject’s basis. We then locate the 18s segment in the averaged shared response

of the other subject’s new data that is maximally correlated with the test segment

(see Fig. 3.2). The held out subject’s test segment is correctly located (matched) if

its correlation with the average shared response at the same time point is the highest;

segments overlapping with the test segment are excluded. We record the average

accuracy and standard error by two-fold cross-validation over the data halves and

leave-one-out over subjects.

The results using three different fMRI datasets, raider (§3.2.1), forrest (§3.2.4),

and sherlock (§3.2.2), with distinct ROIs are shown in the top plot of Fig. 3.3. The ac-

curacy is compared using: anatomical alignment (MNI [88], Talairach (TAL) [114]);

standard PCA, and ICA feature selection (FastICA implementation [67]); the Hy-

peralignment (HA) method [60]; and SRM. PCA and ICA are directly applied on

joint data matrix XT = [XT
1 . . . X

T
m] for learning W and S, where X ≈ WS and

W T = [W T
1 . . .W T

m]. SRM demonstrates the best matching of the estimated shared

temporal features of the methods tested. This suggests that the learned shared re-

sponse is more informative of the shared brain state trajectory at an 18s time scale.

Moreover, the experiment verifies generalization of the estimated shared features to

subjects not included in the training phase and new (but similar) data collected dur-

ing the other half of the movie stimulus. Since we expect accuracy to improve as the

time segment is lengthened, what is important is the relative accuracy of the com-

pared methods. The method in (2.1) can be viewed as non-probabilistic SRM. In this

experiment, it performs worse than SRM but better than the other compared meth-

ods. The effect of the number of features used in SRM is shown in Fig. 3.3, lower left.

This can be used to select k. A similar test on the number of features used in PCA

and ICA indicates lower performance than SRM (results not shown). Both PCA and

ICA are used by concatenating subjects’ response matrices along the spatial dimen-

sion (implying temporal synchrony). Then applying PCA/ICA on the concatenated
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Figure 3.2: Left: Learn subject specific bases. Test on held out subject and data.
Right: Time segment matching by correlating with 9 TR segments in the shared
response. Figures from [27].

joint data matrix. However, this leads to the unnatural constraint that the learned

subject specific basis are jointly orthogonal. Another approach is to concatenate data

along the temporal dimension. This has been has been discussed in a hyperalignment

setting in [28]. It leads to improved run time but not to an improvement in prediction

performance.

We now use the image viewing data and the movie data from the raider dataset

(§3.2.1) to test the generalizability of a learned shared response to a held-out subject

and new data under a very distinct stimulus. The raider movie data is used to

learn a shared response model, while excluding a held-out subject. The held-out

subject’s basis is estimated by matching its movie response data to the estimated

shared response. The effectiveness of the learned bases is then tested using the image

viewing dataset [60]. After projecting the image data using the subject bases to

feature space, an SVM classifier is trained and the average classifier accuracy and

standard error is recorded by leave-one-out across subject testing. The results, lower

right plot in Fig. 3.3, support the effectiveness of SRM in generalizing to a new subject

and a distinct new stimulus. Under SRM, the image stimuli can be slightly more

accurately identified using other subjects’ data for training than using a subject’s own

data, indicating that the learned shared response is informative of image category.
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Figure 3.3: Top: Comparison of 18s time segment classification on three datasets
using distinct ROIs. Bottom: (Left) SRM time segment classification accuracy vs k.
(Right) Learn bases from movie response, classify stimulus category using still image
response. For raider and forrest, we conduct experiment on ROI in each hemisphere
separately and then average the results. For sherlock, we conduct experiment over
whole PMC. The TAL results for the raider dataset are from [60]. Error bars: ±1
stand. error. Figures from [27].

3.5 Differentiating between Groups

In this experiment, we predict group association of a testing subject from the audio-

book dataset (§3.2.3). This experiment also demonstrates the potential for the model

to decouple shared and individual response leading to better predictive performance.

Each subject is treated as a view, and DMN ROIs from all subjects are used.

If subjects are given group labels according to the two prior contexts, a linear

SVM classifier trained on labeled voxel space data and tested on the voxel space data

of held out subjects, can distinguish the two groups at an above chance level. This

is shown as the leftmost bar in the bottom figure of Fig. 3.4. This is consistent with

previous similar studies [6].

We now test if SRM can distinguish the two subject groups using the procedure

outlined in the rows of Fig. 3.4i. We use the original data Xg1
1:m, X

g2
1:m of all sub-

jects (Fig. 3.4(i)(a)) to learn a k1-dimensional shared response Sall and subject bases
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W all
gj,1:m. This shared response is then mapped to voxel space using each subject’s

learned topography (Fig. 3.4(i)(b)). This is then subtracted from the subject’s data

to form the residual response Xgj
i −W all

gj,iS
all for subject i in group j (Fig. 3.4(i)(c)).

Leaving out one subject from each group, we use two within-group applications of

SRM to find k2-dimensional within-group shared responses Sg1, Sg2, and subject bases

W g1
1:m,W

g2
1:m for the residual response. These are mapped into voxel space W gj

i S
gj for

each subject (Fig. 3.4(i)(d)). The first step application of SRM across all subjects,

yields a denoised estimate of the shared response that is used to form the residual

response. The subsequent within-group applications of SRM give denoised estimates

of the within-group shared response of the residual response. Both applications of

SRM seek to remove components of the original response that are uninformative of

group membership. Finally, a linear SVM classifier is trained using the voxel space

group-labeled data, and tested on the voxel space data of held out subjects. The

results are shown as the red bars in Fig. 3.4. When using k1 = 10 and k2 = 100, we

observe significant improvement in distinguishing the groups.

One can visualize why this works using the cartoon in Fig. 3.4(ii) showing the

data for one subject modeled as the sum of three components: the response shared

by all subjects, the response shared by subjects in the same group after the re-

sponse shared by all subjects is removed, and a final residual term called the indi-

vidual response (Fig. 3.4(ii)(a)). We first identify the response shared by all sub-

jects (Fig. 3.4(ii)(b)); subtracting this from the subject response gives the residual

(Fig. 3.4(ii)(c)). The second within-group application of SRM removes the individual

response (Fig. 3.4(ii)(d)). By tuning k1 in the first application of SRM and tun-

ing k2 in the second application of SRM, we estimate and remove the uninformative

components while keeping the informative component.

Classification using the estimated shared response (k1 ≤ 10) results in accuracy

around chance (Fig. 3.4(ii)(b)), indicating that it is uninformative for distinguishing
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the groups. The classification accuracy using the residual response is statistically

equivalent to using the original data (Fig. 3.4(ii)(c)), indicating that only removing

the response shared by all subjects is insufficient for improvement. The classifica-

tion accuracy that results by not removing the shared response (k1 = 0) and only

applying within-group SRM (Fig. 3.4(ii)(d)), is also statistically equivalent to using

the original data. This indicates that only removing the individual response is also

insufficient for improvement. By combining both applications of SRM we remove

both the response shared by all subjects and the individual responses, keeping only

the responses shared within groups. For k1 = 10, k2 = 100, this leads to significant

improvement in performance (Fig. 3.4(ii)(d) and Fig. 3.4(v)).

For comparison, we performed the same experiment using PCA and ICA in place

of SRM (Fig. 3.4). In this case, after removing the estimated shared response (k1 ≥ 1)

group identification quickly drops to chance since the shared response is informative

of group difference (around 70% accuracy for distinguishing the groups (Fig. 3.4(iii),

Fig. 3.4(v))). So PCA and ICA can’t be relied upon to identify a shared response.

Finally, we provide a comparison of all methods at different steps in the experiment

pipeline. The left most yellow bar in Fig. 3.4(v) shows the classification accuracy

directly on original data. The above chance results indicates that the groups are

distinguishable in DMN ROI.

In Fig. 3.4(iii), we test how informative is the shared across all response in dif-

ferentiating groups. For SRM, we observe chance level accuracy with k1 ≤ 10, but

above chance accuracy with k1 ≥ 50. The shared by all subjects response is expected

to be uninformative for distinguishing between groups. However, when we use large

k1, SRM starts to incorporate shared within group only response as shared by all

subjects response, because we force it to identify a large subspace. This is demon-

strated by the above chance performance with k1 = 100. On the other hand, for PCA

and ICA, we observe above chance accuracy when k1 ≥ 1. PCA and ICA identify
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components that lead to maximum variance and statistical independence. However,

these objective functions do not fit the multi-view learning framework, they do not

contain the concept of shareness. So PCA and ICA can’t be relied upon to identify a

shared response. The above chance accuracies of PCA and ICA suggest that the es-

timated response are not truly shared by all subjects, which should be uninformative

in differentiating between groups.

Fig. 3.4(iv) shows that the residual after removing shared across all response

(Fig. 3.4(i)(c)) is uninformative for PCA and ICA. This is because the informative

part of original data has been removed, suggesting the incorrect estimation of shared

across all response (Fig. 3.4(i)(b)). For SRM, we observe consistent above chance

performance in distinguishing groups. The performance is similar to using the whole

data. This suggests that the shared across all response estimated by SRM does not

contain information that helps differentiating groups.

In Fig. 3.4(v), without removing shared response (k1 = 0), we observe that all

three methods are effective in distinguishing between two groups. However, this

doesn’t lead to better performance than on original data. This suggests removing

individual response is insufficient for improvement. With proper selection of k1 and

k2, we observe statistically significant improvement with k1 = 10 and k2 = 100. This

shows that by removing both the shared-by-all subjects response and the individ-

ual response, the denoised data demonstrates better distinguishability between the

groups.

3.6 Retinotopy Data

In order to have a better understanding of how SRM works, we explore using SRM on

a specific type of fMRI data for which we have a good understanding of the ground

truth. Specifically, we use polar angle retinotopy data. Polar angle data is collected
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Figure 3.5: Left: Illustration of SRM with retinotopy. Right: Original and denoised
retinotopy data. Figure credits: Michael J. Arcaro.

while subjects view a rotating checkerboard wedge sweeping across the visual field.

The retinotopic map is colored according to the stimulus angle as in Fig. 3.5, showing

that different parts of the brain tuned to specific polar angles of visual space. Since

a brain map like this is highly interpretable, it can be used to verify the effectiveness

of SRM through visual comparison. This is joint work with Michael J. Arcaro.

The experiment is done by training SRM on polar angle stimulus data with 18

subjects. We first plot the polar angle map without SRM in Fig. 3.5. After training,

we project the data into shared feature space and then project it back to the original

space. In math, this will be Xdenoised = WW TXoriginal. Both the raw polar angle

map and the transformed polar angle map are plotted in Fig. 3.5 for comparison.

From the figure we can observe much more vivid color contrast. A map like this with

higher contrast is generally regarded as less noisy. Therefore, this suggests that the

procedure has a potential to increase signal to noise ratio. At the very least, the high

similarity between transformed polar angle map and the original polar angle map is

a sanity check, indicating that SRM isn’t breaking something terribly.

An interesting experiment is to project one subject’s data into the shared feature

space, and then project the feature into another subject’s voxel space. The results
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Figure 3.6: Top: Mapping data between the subject 1 and the subject 2. Bottom:
Mapping data between subjects. Figure credits: Michael J. Arcaro.

of these two projections can be thought of as subject 1’s brain response mapped into

the subject 2’s brain. This is in the same spirit as predicting the subject 2’s response

from the subject 1’s response, shown in Fig. 3.6. The similarity between predicted
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response and true response directly shows the potential of SRM for learning useful

subject specific mappings that preserve informative response, in this case polar angle

information. This is an example of directly demonstrating of the model’s capability

in learning an informative mapping without casting the verification as a prediction

problem.

3.7 Searchlight Shared Response Model

The shared response model assumes a shared and temporally synchronized stimulus

across subjects. Such a model can often identify shared information, but it may not

be able to pinpoint with high resolution the spatial location of this information. In

this experiment, we examine a searchlight based application of the shared response

model to identify shared information in small contiguous regions (searchlights [77, 41])

across the whole brain. Validation using classification tasks demonstrates that we can

pinpoint informative local regions. This is joint with with Hejia Zhang and has been

published in [139].

A searchlight uses a fixed number of neighboring voxels to conduct analysis for

each voxel location, and the same analysis is conducted on all locations. This idea

can be used to extend any ROI-based factor model to overlapping searchlights. We

combine factor models of the SRM form and searchlight analysis to enable localized

analysis in the whole brain multi-subject fMRI analysis. In detail, a fixed sized search-

light centering at voxel i is used to scan over the whole brain. For each searchlight

location, a factor model is used to functionally align across subjects, and an analysis

is performed based on the results of the alignment. Statistics from the analysis (e.g.,

classification accuracy) is assigned to the center voxel i of the corresponding search-

light. We report the accuracy of each searchlight on a given classification task. This
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Figure 3.7: Accuracy and k brain maps for time segment matching using sherlock-
movie dataset. EVC: early visual cortex. Figures from [139].

helps identify locations in the brain in which information is shared across subjects for

a specific cognitive task.

For multi-subject neuroscience datasets and experiments, we provide an effective

method for locating where the shared information is over the whole brain while keep-

ing the quality of the found shared information. So our method can serve as a first

step in multi-subject fMRI analysis to help identify regions worthy of further inves-

tigation. In some models, the number of latent factors q can be pre-specified. In this
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case, we record the k value that gives the best analysis result for each searchlight.

We report both the accuracy and the best k value on a brain map as a proxy for the

presence and richness of a shared cognitive state across subjects.

To make things more precise, let Xi ∈ Rvx×vy×vz×d denote the data from subject

i, i = 1 : m, where (vx, vy, vz) are the number of voxels in the 3D volume along the

(x, y, z) axes, and d is number of time samples (TRs) in the experiment. Typically

one re-arranges Xi into a v by d matrix, where v = vx × vy × vz. If one is only

interested in voxels within a given region of interest (ROI), then Xi is simply the

sub-matrix formed by restriction to those voxels.

Three datasets are used to test and compare the searchlight factor models: the

sherlock-movie dataset (§3.2.2), the sherlock-recall dataset (§3.2.2), and the audiobook

dataset (§3.2.3). In all experiments, we use 5×5×5 searchlights on data down-sampled

by 2. For each searchlight, we examine k = [10, 25, 50, 75, 100, 125] and report the

highest testing accuracy and the corresponding k value. The accuracies are computed

based on the projected shared response of held out data using learned subject-specific

maps Wi ∈ R125×k.

3.7.1 Time Segment Matching Experiment

This experiment is designed to test if the shared response we learned can be gener-

alized to new data. That is, what is the quality of the shared information extracted.

We use the audiobook and sherlock-movie datasets. The fMRI data are split into

two halves along the temporal axis, one for training and the other for testing, and

the roles reversed and the results averaged. In this experiment, we first use training

data of all 9 subjects for learning the shared response. Then, a random 9 TR time

segment from the testing subject (1 of the 9 subjects), called test segment, is pro-

jected to the shared response space. The other 8 subjects’ testing data is projected

to the shared response space and averaged. We then locate this time segment by
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Figure 3.8: Testing accuracy and k brain maps for time segment matching experiment
using audiobook dataset. EAC: early auditory cortex. Figures from [139].

maximizing Pearson correlation between the average response and response from the

test segment. Segments overlapping with the test segment are excluded in matching.

Assuming independent time segments, chance accuracy is 0.0044 for audiobook and

0.001 for sherlock-movie. The testing accuracy and k brain maps for different search-

light factor models are shown in in Fig. 3.7 and Fig. 3.8. Note that we threshold

the accuracy to give a more clear visualization of the most informative area. We

also compute a single number accuracy by aggregating the local shared response from

all searchlights. This accuracy is compared with accuracy from whole brain factor

models with k = 100 features The results are shown in Fig. 3.10.

3.7.2 Scene Recall Matching Experiment

This experiment is designed to test if brain functional patterns are similar when

subjects are recalling the same scene. We use the sherlock-movie for training and

sherlock-recall for testing. In sherlock-recall, TRs collected when the subject was

recalling the same scene are averaged and projected to the shared response space
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Figure 3.9: Testing accuracy and k brain maps for scene recall matching experiment
using sherlock-recall dataset. PMC: posterior medial cortex. Figures from [139].

using Wi learned from the training data. The projected recall data along with the

corresponding scene labels are used to train a SVM classifier. The projected recall

data from a testing subject is used to test the classifier. Chance accuracy is 0.02.

The testing accuracy and k brain maps for a subset of models are shown in Fig. 3.9.

Accuracies for searchlight factor models and whole brain factor models are computed

the same way as time segment matching experiment and are shown in Fig. 3.10.

We have investigated how well various factor models can locate informative regions

in a searchlight based analysis of multi-subject fMRI data. This approach highlights

local brain regions that are most informative of the cognitive state of interest using

both accuracy and k brain maps. Early auditory cortex (EAC) and early visual

cortex (EVC) are the most informative regions in time segment matching experiment

for audiobook and sherlock-movie dataset, respectively. This matches the type of

stimulus in these datasets. Scene recall is a more complex task. In this case a

higher level cognitive region, PMC, is more informative. The results demonstrate

that the approach can effectively locate meaningful informative local regions. In
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Figure 3.10: Top and Middle: Time segment matching accuracies (top: audiobook,
middle: sherlock-movie). Bottom: Scene recall matching accuracy (sherlock-movie).
Figures from [139].

some neuroscience experiments, it is not clear which regions will be most relevant to

the stimulus and/or task. The searchlight factor model approach helps locate regions

worthy of further exploration. Moreover, since the searchlight approach preserves

spatial locality, we expected the overall accuracy to drop as a consequence of the

searchlight constraint. In fact, as shown in Fig. 3.10, the overall accuracy does not

drop in most cases, and sometimes even significantly increases.

3.8 Amount of Data Required for SRM

Future neuroimaging data collection might require a functional registration task at

the beginning of scanning, just like the current practice of conducting a structural
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scan for anatomical registration. For example, all subjects might be required to watch

a short movie to facilitate learning SRM mappings between subjects. Since scanning

time is precious, we explore the minimum amount of observations needed for learning

a good shared response space. The amount of observations can be measured in two

ways. One way is to measure the number of subjects needed to learn a good shared

representation. Another way is to measure the number of observations needed per

subject to learn a good shared representation.
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Figure 3.11: Effect of the number of subjects used in SRM training on the classifi-
cation 18s time segments of a held out subject for three datasets and distinct ROIs.
Error bars: ±1 stand. error.

A key question is how the number of training subjects impacts the quality of the

estimated shared response and hence the matching and classification performance re-

ported in the time segment matching experiment §3.4. In short, how many subjects

do we need to learn a reliable shared template? To examine this question, we con-

duct the time segment matching experiment but vary the number of subjects used

during the training phase. From the results (Fig. 3.13) we observe that SRM is able

to learn an effective template from the data of only a few subjects and that predictive

test performance increases slightly with an increase in number of training subjects.

The generalization performance of the degenerate form of SRM isn’t as good with

only a few subjects. However, as the number of subjects increases, the degenerative

form yields similar generalization performance to SRM. This indicates that the ex-

tra regularization in SRM is more helpful with less training data, which is expected.

Hyperalignment performs robustly over a range of subjects. For both standard ICA
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and PCA, performance decreases with the increase in the number of subjects. One

possible explanation for this is that standard ICA and PCA are introducing an un-

natural orthogonality constraint across the subject specific transformation matrices

that hinders the methods from learning a shared response.

Another dimension is the number of TRs per subject needed to learn a good

representation. We ran the image category classification experiment as in §3.4 for

various numbers of TRs for fitting SRM. The results are shown as the red curve in

Fig. 4.1 and in Fig. 3.12. In Fig. 4.1, we observe improved accuracy when more

data is used for training SRM. At 500 TRs, SRM is able to reach significantly above

chance prediction accuracy, and after 1500 TRs, the prediction accuracy plateaus.

In Fig. 3.12, we also observe improved accuracy when more data is used for training

SRM. However, different from the results in Fig. 4.1, we don’t observe clear trend

of plateaus. This might be primarily due to the maximum amount of TRs we can

use for training or the different complexity in the task of testing. From these results

we can see that the minimum amount of TRs required for training an SRM depends

on the complexity of the training data and the complexity of the evaluation task.

Empirically, 500 TRs is an adequate amount of data for training an SRM, but it may

still differ from this number depends on the dataset.

Figure 3.12: Effect of the number of TRs used in SRM training on the time segment
matching experiment and scene recall matching experiment using sherlock dataset.
Error bars: ±1 stand. error.
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3.9 Other Explorations

3.9.1 Non-temporally Synchronized Stimulus

Figure 3.13: Data preprocessing steps for using SRM on non-temporally synchronized
stimulus.

SRM assumes data from different views of the same timepoint are different real-

izations of the same underlying source. However, for many neuroimaging experiments

this assumption does not hold, such as block design experiments. Can we use SRM in

this regime? In this section, we explore approaches to apply SRM on non-temporally

synchronized fMRI data. To do this, we assume that each observation is a noisy

version of the brain state at the time. Generally, we design the experiment in a

way that the brain state at a given time is well defined. For example, assume we

have 2 subjects and 4 different states (shown as the top row of Fig. 3.13). The first

step we can do is to reorder each subject’s state transition trajectory. Since for the
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same state, there might be different numbers of observations between subjects which

doesn’t quite fit into the SRM framework. A plausible way is to down sample the

subject’s state with more observations into the same number of observations as the

other subject. By preprocessing the data through these approaches, now the data is

compatible with SRM’s assumptions. We have preliminary results demonstrating the

potential of this approach. However, more experiments on more datasets are needed

to draw conclusion. The robustness of this approach also requires further exploration.

3.9.2 Quantifying Shared Dimensionality

In SRM, the dimensionality k of the shared feature space is a parameter that can

be adjusted. For the predictive experiment performed, different values of k lead to

different predictive performance. By doing cross-validation on k, we get a value k that

leads to best predictive performance in the validation set. For example, Fig. 3.3 and

Fig. 3.4 shows the predictive performance altered for various values of k. Furthermore,

[25] also uses SRM to quantify the dimensionality of the spatial patterns that are

shared across subjects and can contribute to some classification tasks. In Fig. 3.7,

Fig. 3.8, and Fig. 3.9, we plot the k brain maps for each different experiments. These

figures illustrate the dimensionality of shared information across different parts of the

brain using values of k selected by cross-validation as measures.

3.10 Discussion and Conclusion

The vast majority of fMRI studies require aggregation of data across individuals; in

this setting, we treat data from a subject as a view. By identifying shared responses

between the brains of different individuals, our model enhances fMRI analyses that

use aggregated data to evaluate cognitive states. A key attribute of SRM is its built-

in dimensionality reduction leading to a reduced-dimension shared feature space. We
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have shown that by tuning this dimensionality, the data-driven aggregation achieved

by SRM demonstrates higher sensitivity in distinguishing multivariate functional re-

sponses across cognitive states. This was shown across a variety of datasets and

anatomical brain regions of interest. This also opens the door for the identification

of shared and individual responses. The identification of shared responses after SRM

is of great interest, as it allows us to assess the degree to which functional topogra-

phy is shared across subjects. Furthermore, the SRM allows the detection of group

specific responses. This was demonstrated by removing an estimated shared response

to increase sensitivity in detecting group differences. We posit that this technique

can be adapted to examine an array of situations where group differences are the key

experimental variable. The method can facilitate studies of how neural representa-

tions are influenced by cognitive manipulations or by factors such as genetics, clinical

disorders, and development.

Successful decoding of a particular cognitive state (such as a stimulus category)

in a given brain area provides evidence that information relevant to that cognitive

state is present in the neural activity of that brain area. Conducting such analyses

in locations spanning the brain, e.g., using a searchlight approach, can facilitate the

discovery of information pathways. In addition, comparison of decoding accuracies

between searchlights can suggest what kind of information is present and where it is

concentrated in the brain. SRM provides a more sensitive method for conducting such

investigations. This may also have direct application in designing better noninvasive

brain-computer interfaces [34].

Our model provides higher sensitivity in learning a shared response, but may need

to be combined with other data to draw conclusions about functional relevance. One

way is to test for links between behavioral performance and decoding performance.

Using classification accuracy in subject viewing face or scene, a close-loop moment-to-

moment feedback of attentional state to the subject has demonstrated enhancement
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in attention abilities [34]. One step forward will be jointly modeling brain data with

behavior data, and our probabilistic latent variable formulation opens up the potential

for extensions in this direction.
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Chapter 4

Extensions of SRM

4.1 Introduction

In Chapter 2, we proposed a framework for identifying a shared response based on

multi-view data and evaluated the method in Chapter 3 using various neuroimaging

studies. In this chapter, we explore four different extensions of the SRM framework.

These extensions follow various directions, including the utilization of both labelled

data and unlabeled data (§4.2), higher order statistics (§4.4, §4.3), and temporal

structure (§4.5).

We start with a semi-supervised shared response model. This opens up the possi-

bility of using both labelled data and unlabeled data to estimate a shared response.

We then introduce a shared response ICA. This alters the SRM objective function

from maximizing variance to maximizing independence. These two extensions are

done with collaborators. We then introduce a kernelized version of the shared response

model. This allows utilization of higher order statistics into the model. Lastly, we

introduce a gaussian process shared response model. This models the latent variables

as a gaussian process.
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the algorithms, and the design of the experiments. In §4.2, my primary contribution

is the design of algorithm and the design of the experiments. For parts that aren’t my

primary contribution, I’ll briefly describe them in this chapter for continuity and self-

containment purposes, but will refer to the corresponding papers for further details.

I thank Hejia Zhang for her permission to use figures from [139] in §4.3, Jacob

Simon for his help in coding SR-ICA in §4.3, and Javier S. Turek for his permission

to use figures from [120] in §4.2.

4.2 Semi-supervised Shared Response Model

In a typical experiment for evaluating the performance of the fitted model, we train

the model on unlabeled data and use the model to test prediction on labeled data. The

reason for this two phase approach is because we want to test if the trained model

generalizes to new data and new subject. However, depending on the application

that we are interested in, we might want to achieve the best predictive performance

as possible. This might be the case in an application to real-time fMRI or a brain-

computer interface. Under these scenarios, a better approach is to combine both

labeled and unlabeled datasets during the training phase. This motivates us to design

a semi-supervised version of shared response model. This is joint work with Javier S.

Turek.

4.2.1 Mathematical Formulation

We propose to jointly learn subject specific basis for projecting to shared feature space

and a classifier in the shared feature space. We use a multinomial logistic regression
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as the classifier for deriving the model. However the framework allows for different

types of classifiers.

We design the model by combing the loss function of unsupervised SRM, LAlign,

and the loss LSup of a supervised classifier. We require the model to simultaneously

learn a low dimensional data representation as well as a classifier that classifies well

on the low dimensional representation of labelled data. The proposed semi-supervised

scheme involves solving

min
ψ,θ

(1− α)LAlign (ψ) + αLSup (θ;ψ) +R(θ), (4.1)

where ψ and θ are the semi-supervised model parameters, R(θ) is a regularization

term for the supervised task, and α ∈ [0, 1] is a scalar value that controls the bias

between the functional alignment term and the supervised term. In solving (4.1), we

learn the transformation parameters and supervised classifier jointly. This is different

from the traditional approach of first learning the transformation parameters in an

unsupervised way and then learning a supervised classifier. The semi-supervised

approach allows the information from supervised learning to aid the optimization of

the unsupervised tasks, while the traditional approach doesn’t allow feedback from

the supervised task to effect the unsupervised task. In (4.1), we also introduce a

parameter α to control the balance between the unsupervised task and the supervised

task. When α = 0, the model only focuses on the unsupervised information, and for

α = 1, the model only focus on the supervised information.

4.2.2 Experiment

We evaluate the proposed semi-supervised framework using classification experiments.

The specific instantiated model from the semi-supervised framework is a combination

of SRM and multinomial logistic regression (MLR), which we call semi-supervised
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SRM (SS-SRM). Please refer to [120] for detailed derivation of the inference algorithm

for SS-SRM.

Two datasets are used for the experiment, the raider dataset (§3.2.1) and the

sherlock dataset (§3.2.2). The movie data from raider and sherlock are used to

train the unsupervised part of the framework, respectively. The image data from

raider with category labels and the recall data from sherlock with scene labels are

used to train the unsupervised part of the framework, respectively. The SS-SRM is

implemented in Python using the pyManOpt package [119] for updating the mappings

using the Conjugate Gradient method [110] on the Stiefel manifold [37]. The number

of iterations is fixed to be 15 for both SRM and SS-SRM.

In the first experiment, we conduct the image classification experiment with the

raider dataset (§3.2.1) as in §3.4 with different numbers of observations for the un-

supervised training part. By varying the number of observations, we can evaluate

how much unlabeled data is needed to reach an acceptable predictive performance.

We run the experiment with three different methods: a plain MLR classifier with-

out unsupervised training, SRM followed by an MLR classifier, and SS-SRM. All

methods use an l2-regularization. The regularizer parameter for the MLR classifier

is γ = 0.001. SRM was trained with k = 50 features for the shared response and

the regularizer value for MLR is γ = 0.001. The SS-SRM method also used k = 50

features and parameters α = 0.2 and γ = 1.0. The average accuracy performance

of the methods and their standard errors are presented in Figure 4.1. The resulting

predicting performance including the entire movie stimuli is also shown in Table 4.1.

We observe significant improvement with the SRM over a plain MLR classifier,

while SS-SRM reaches better accuracy than SRM for any number of unsupervised

training observations. SS-SRM requires about half the number of observations from

the unsupervised task to achieve the same results as SRM using the whole movie.

This demonstrates the potential for a semi-supervised method to reach the same level
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Figure 4.1: Average accuracy as a function of the number of training samples. Figure
from [120].

Dataset Experiment MLR SRM SS-SRM
raider Image category 56.25% 65.53% 68.57%
sherlock Scene recall 4.28% 5.31% 6.12%

Table 4.1: Comparison of average accuracy for brain decoding experiments.

of accuracy while using far less fRMI observations. It also shows improvement in

prediction performance by using more unlabeled data. This is a critical property for

semi-supervised method because it allow us to use large unlabeled dataset rather than

a large labeled dataset. This is cheaper and and easier to collect.

The second experiment we conduct is the scene recall experiment with the sherlock

dataset (§3.2.2) as in §3.7. The three methods: plain MLR, SRM followed by MLR,

and SS-SRM are tested. The MLR classifier used γ = 0.01, SRM with MLR ran with

γ = 10, whereas SS-SRM uses γ = 0.1. Both, SRM and SS-SRM used k = 25 features

for the shared response dimension. Table 4.1 shows the accuracy for these methods.

The low prediction accuracy is primarily due to the difficulty of this task, however,

all methods are above the chance level of 2.12%1. SS-SRM achieves better predictive

accuracy than all the other methods.

1Three scenes were recalled only by less than 3 subjects and they were removed from the data,
leaving 47 different scenes for the experiment.
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4.2.3 Discussion and Conclusion

In this section, we present a semi-supervised framework allowing joint learning of

a multi-view representation model with unlabeled data and a classifier with labeled

data. The integration of the unsupervised task and the supervised task allows feed-

back of the error to effect both sub-tasks. By combining the shared response model

(SRM) and multinomial logistic regression (MLR), we obtained an instantiation of

the semi-supervised framework, which we called SS-SRM. SS-SRM achieves higher

predictive accuracy than using SRM followed by an independent MLR. We also find

that the same accuracy of SRM can be achieved with SS-SRM while using less input

data. This is critical in neuroscience research for two reasons. First, there is a natural

limitation of how many observations can we gather within one session. Second, sub-

jects get tired over time, so the best data may be at the beginning of the experiment.

By reducing the number of observations needed for the multi-view learning part, it

allows more time to conduct additional neuroscientific experiments.

4.3 Shared Response Independent Component

Analysis

In §2.2.1, we demonstrate that in essence SRM is maximizing within view variance and

sum of pair-wise covariance. In this section, we explore different objective functions

under the same framework. Specifically, we develop two new variants of the ICA

and group ICA factor models. These variants also show good performance in the

functional alignment task.
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Algorithm 1: Shared Response ICA (SR-ICA)

input : Data matrices Xi, number of factors k, convergence threshold τ ,
max iteration N , number of subjects m

output: Subject-specific maps Wi and shared response S

W 0
i ← initialization with random orthonormal columns ;

for n in 1 to N do

S ← 1
m

∑m
i=1W

n−1
i

+
Xi . (·)+ is pseudo-inverse;

for i in 1 to m do

W n
i ← (E{Xig(S)} − E{Xig

′(S)}W n−1
i

+
)+;

W n
i ← W n

i (W n
i
TW n

i )−1/2;

end
converged ← True;
for i in 1 to m do

if max |W n
i
TW n−1

i − I| ≥ τ then
converged ← False;

end

end
return Wi, S;

end

Algorithm 2: Shared Response Group ICA (SR-GICA)

input : Data matrices Xi, number of factors k1, k2, number of subjects m
output: Subject-specific maps Wi and shared response S

for i in 1 to m do
Xi = FiPi . First PCA with k1 components;

end
P ← [P T

1 , . . . , P
T
m]T ;

P = GY . Second PCA with k2 components;
Y = AS . ICA with k2 components;
Partition [GT

1 , . . . , G
T
m]T ← G;

Then, GiAS = Pi → FiGiAS = FiPi = Xi ;
Wi ← FiGiA;
return Wi, S;
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4.3.1 Mathematical Formulation

A desirable factor model should have the following properties: 1) have an adjustable

parameter selecting the number of factors k; 2) exhibit good performance in large

area multi-subject functional alignment.

We start with reviewing ICA under the shared response framework:

Independent Component Analysis (ICA) ICA learns statistically independent

signals as measured by kurtosis or negentropy [67, 80]. We use the FastICA algorithm.

This is an efficient probabilistic method [67] optimizing negentropy of the shared

response S. This is formulated as

maxW [E(G(S))− E(G(N ))]2, (4.2)

where G(·) is a nonquadratic function, e.g. log cosh, and N is a standard normal

random variable. This yields X = WS + E. W is then partitioned into m sub-

matrices Wi, i = 1 : m.

Shared Response Independent Component Analysis (SR-ICA) We propose

a new algorithm call shared response ICA (SR-ICA) by modifying the FastICA algo-

rithm. It is motivated by the framework in §2. In SR-ICA, the block structure of the

subject data is preserved by spatial concatenation in both X and W . The key differ-

ence is that instead of learning a joint matrix W , we iteratively learn Wi to ensure

block-wise structure in W . This is summarized in Algorithm 12. Here we follow the

convention of working with unmixing matrices Ui instead of Wi. The function g(·) is

the derivative of G(·) in (4.2) [68].

2We acknowledge the help of Jacob Simon in coding SR-ICA.
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Group ICA (GICA) Group ICA, an algorithm for making group inferences, uses

two applications of PCA and an application of ICA [20]. The original algorithm first

performs subject specific PCA along the temporal dimension. Then the projected

data matrices for all subjects are concatenated to form a joint data matrix. A second

PCA is then performed on the joint data matrix. Lastly, an ICA is performed on

the projected data matrix after the second PCA. We apply GICA along the spatial

dimension to learn a low dimensional shared response space. See Algorithm 2.

4.3.2 Experiments and Results

Three datasets are used in this section, including audiobook (§3.2.3), sherlock-movie

and sherlock-recall (§3.2.2). In all experiments, we use 5 × 5 × 5 searchlights on

data down-sampled by 2. For each searchlight, we try k = [10, 25, 50, 75, 100, 125]

and report the highest accuracy and the corresponding k value. To ensure a fair

comparison, for SR-GICA, we set k1 to be the number of voxels in the searchlight

and k2 = k. We tried other k1 values, but this resulted in lower accuracy. Note

that there are relatively few voxels per searchlight to begin with. The accuracies

are computed based on the projected shared response of held out data using learned

subject-specific maps Wi ∈ R125×k.

Time Segment Matching This experiment is designed to test if the shared re-

sponse we learned generalizes to new data. That is, what is the quality of the shared

information extracted. We use the audiobook and sherlock-movie datasets. The fMRI

data are split into two halves along the temporal axis, one for training and the other

for testing, and the roles reversed and the results averaged. In this experiment, we

first use training data of all 9 subjects for learning the shared response. Then, a

random 9 TR time segment from the testing subject (1 of the 9 subjects), called test

segment, is projected to the shared response space. The other 8 subjects’ testing
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Figure 4.2: Top: Accuracy and k brain maps for time segment matching using
sherlock-movie dataset. EVC: early visual cortex. Figures from [139].
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data is projected to the shared response space and averaged. We then locate the test-

ing time segment by maximizing Pearson correlation between the average response

and response from the test segment. Segments overlapping with the test segment

are excluded in matching. Assuming independent time segments, chance accuracy is

0.0044 for audiobook and 0.001 for sherlock-movie. The accuracy and k brain maps

for different searchlight factor models are shown in Fig. 4.2 and Fig. 4.3. Note that

we threshold the accuracy to give a more clear visualization of the most informative

area. We also compute a single number accuracy by aggregating the local shared

response from all searchlights. This accuracy is compared with accuracy from whole

brain factor models with k = 100 features (k1 = 500, k2 = 100 for SR-GICA). The

results are shown in Fig. 4.5.

Scene Recall matching This experiment is designed to test if brain functional

patterns are similar when subjects are recalling the same scene. We use the sherlock-

movie for training and sherlock-recall for testing. In sherlock-recall, TRs collected

when the subject was recalling the same scene are averaged and projected to the

shared response space using Wi learned from the training data. The projected recall

data along with the corresponding scene labels are used to train a SVM classifier.

The projected recall data from a testing subject is used to test the classifier. Chance

accuracy is 0.02. The accuracy and k brain maps for a subset of models are shown

in Fig. 4.4. Accuracies for searchlight factor models and whole brain factor models

are computed the same way as time segment matching experiment and are shown in

Fig. 4.5.

4.3.3 Discussion and Conclusion

We have investigated how well SRICA and SRGICA can locate informative regions

in a searchlight based analysis of multi-subject fMRI data. This approach highlights
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Figure 4.3: Accuracy and k brain maps for time segment matching experiment using
audiobook dataset. EAC: early auditory cortex. Figures from [139].

local brain regions that are most informative of the cognitive state of interest using

both accuracy and k brain maps. Early auditory cortex (EAC) and early visual

cortex (EVC) are the most informative regions in time segment matching experiment

for the audiobook and sherlock-movie dataset, respectively. This matches the type

of stimulus in these datasets. Scene recall is a more complex task. In this case a

higher level cognitive region, PMC, is more informative. The results demonstrate

that the approach can effectively locate meaningful informative local regions. In

some neuroscience experiments, it is not clear which regions will be most relevant

to the stimulus and/or task. Using SR-ICA and SR-GICA in a searchlight setting
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Figure 4.4: Accuracy and k brain maps for scene recall matching experiment using
sherlock-recall dataset. PMC: posterior medial cortex. Figures from [139].

helps locate regions worthy of further exploration. Moreover, since the searchlight

approach preserves spatial locality, we expected the overall accuracy to drop as a

consequence of the searchlight constraint. In fact, as shown in Fig. 4.5, the overall

accuracy does not drop in most cases, and sometimes significantly increases. The k

brain maps also has the potential to help reveal the effectiveness of the various factor

models. For example, consider the k brain maps of SR-ICA and SRM. While the

accuracy maps of these methods are very close to each other, SR-ICA uses a smaller

k to achieve this accuracy. This suggests that each factor in SR-ICA is more likely
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Figure 4.5: Top and Middle: Time segment matching accuracies (top: audiobook,
middle: sherlock-movie). Bottom: Scene recall matching accuracy (sherlock-movie).
Figures from [139].

to have an improved representation capability. Overall the SR-ICA is showing strong

performance across the three experiments.

4.4 Kernelized Shared Response Model

In the SRM framework, we learn subject specific basis which can be viewed as a set

of first order spatial brain maps as functional topographies. However, it is known

that different parts of the brain work with each other. For example, research on

functional connectivity [45, 112, 51] investigates second order statistic of the brain

data. With the goal of investigating the possibility of learning higher order brain

patterns, we extend the SRM into a kernelized formulation. By using the kernel trick
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in our computation, we are able to explore a wider variety of factor models without

incurring much computation.

4.4.1 Mathematical Formulation

Let’s start with the most basic formulation of SRM as in (2.1):

min‖Xi −WiS‖2
F

s.t.W T
i Wi = I,

A natural way to extend this model is by introducing feature mapping Φ into the

formulation: Φi = Φ(Xi) ∈ RN×d, where N is the dimension of the feature space.

W̃ ∈ RN×k, and S̃ ∈ Rk×d. Rewriting the model by mapping the data Xi through

feature mapping Φ, we get

min‖Φi − W̃iS̃‖2
F

s.t.W̃ T
i W̃i = Ik (4.3)

From representer theorem [73, 109], we know that the optimal W̃ lies in the span of

Φ. Therefore, by letting Ki = ΦT
i Φi ∈ Rd×d and parametrizing W̃i = ΦiÃi, where Ãi

is a generic matrix that needs to be learned, (4.3) can be rewritten as

min‖Φi − ΦiÃiS̃‖2
F

s.t.ÃTi KiÃi = Ik. (4.4)
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Expanding the objective function of (4.4), we obtain

‖Φi − ΦiÃiS̃‖2
F

=tr
(
(Φi − ΦiÃiS̃)T (Φi − ΦiÃiS̃)

)
=tr
(
ΦT
i Φi − 2ΦT

i ΦiÃiS̃ + S̃T S̃
)

=tr
(
Ki − 2KiÃiS̃ + S̃T S̃

)
. (4.5)

By taking the derivative of the objective function with respect to S̃ and setting

this equal to zero, we obtain the update equation

S̃ =
1

m

∑
i

ÃiKi.

To estimate Ãi, we solve the following optimization problem,

max tr(KiÃiS̃)

s.t.ÃTi KiÃi = Ik.

This is reduced from problem (4.4) by removing the first and third term in equation

(4.5) because they do not depend on Ãi. Then by using the Lagrangian method, we

have

max l = tr(KiÃiS̃) + tr(Λi(I − ÃTi KiÃi))

∂l

∂Ãi
= 0⇒ KiS̃

T = 2KiÃiΛi

∂l

∂Λi

= 0⇒ ÃTi KiÃi = I. (4.6)
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Assuming Ki to be positive definite, this yields Ai = 1
2
S̃TΛ−1. Substituting this into

(4.6), we obtain

Ãi = S̃TQiΣ
− 1

2
i QT

i

QiΣiQ
T
i = SVD(S̃KiS̃

T ).

The original SRM iterates between updating Wi and S. Estimating Wi requires

taking SVD of XiS
T ∈ Rv×k, with complexity O(vk2). In kernel SRM, it iterates

between updating Ãi and S̃. Updating Ãi requires taking SVD of S̃KiS̃
T ∈ Rk×k,

with complexity O(k3). Although the kernel matrix Ki is needed, it only needs to be

calculated once at the beginning.

KSRM with linear kernel recovers SRM KSRM with a linear kernel recovers

the original SRM. To show this we start with the update equations of SRM and

Kernel SRM. For SRM we have

S =
1

m

∑
i

W T
i Xi

Wi = UiV
T
i

where UiΩiV
T
i = SVD(XiS

T ). (4.7)

For Kernel SRM we have

S =
1

m

∑
i

ÃTi Ki

Ãi = S̃TQiΣ
− 1

2
i QT

i

where QiΣiQ
T
i = SVD(S̃KiS̃

T ). (4.8)
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We show that the two sets of update equations are identical when a linear kernel,

Ki = XT
i Xi, is used. By replacing Ki = XT

i Xi into (4.8), we get

S̃ =
1

m

∑
i

ÃTi Ki

=
1

m

∑
i

ÃTi X
T
i Xi

=
1

m

∑
i

WiXi,

and

SVD(S̃KiS̃
T ) =SVD(S̃XT

i XiS̃
T )

=SVD((ViΩiU
T
i )(UiΩiV

T
i ))

=SVD(ViΩ
2
iV

T
i ). (4.9)

Comparing (4.8) and (4.9), we get Qi = Vi and Σi = Ω2
i . Then by replacing these

into the update equations for W̃i, we get

W̃i =ΦiÃi = XiÃi

=XiS̃
TQiΣ

− 1
2

i QT
i

=UiΩiV
T
i ViΩ

−1
i V T

i

=UiV
T
i .

This is equivalent to the solution of (2.1).
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4.4.2 Discussion and Conclusion

It is commonly assumed that there is additional information in the higher order statis-

tics of fMRI data. In this section, we developed a kernelized shared response model

(KSRM) for incorporating these higher order statistics. KSRM uses the kernel trick

to allow the model to incorporate higher order statistics without extra computation.

The kernel trick also reduces the computation bottleneck to O(k3) given the Gram

matrix. This is a one-time computational cost. We have also shown that with a linear

kernel, KSRM reduces to the original SRM formulation. Therefore, by simply using

the kernel trick, we can gain in computation performance.

However, after trying KSRM with various different kernels (square exponential

kernel, periodic kernel, local periodic kernel, linear kernel, spectral mixture kernel and

combinations of these basic kernels through addition or multiplication), we haven’t

observed consistent statistically significant improvement over SRM in the experiments

in §3.4. In most of the cases, it maintains similar predictive performance, and in some

cases, the performance drops significantly. There are several factors that might lead

to these results. First, it is not clear that there is stable higher order information

in fMRI data. It’s possible that higher order information isn’t stable. This makes it

much harder to estimate. Second, even with stationary higher order statistics, it is

also unclear whether we have enough data to obtain a robust estimate. Third, there

might be large intrinsic noise within subject such that all regions are correlated. This

makes it hard to detect the relatively weak functional connectivity signal. All of these

directions need to be further explored.

4.5 Gaussian Process Shared Response Model

One of the key assumptions we made in the SRM framework is temporal indepen-

dence. However, it is known that various types of temporal structure exist in the
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data. First, the haemodynamic response [64] of neuron stimulation last around 4 to 6

seconds [64]. Since the temporal resolution for MRI machine is generally faster than

the haemodynamic response, the haemodynamic response lasts over multiple TRs.

This leads to temporal structure in observed fMRI data. Second, there are intrinsic

temporal structures in the stimulus. Naturalistic stimuli and block designed experi-

ments have strong temporal structure. Third, we also expect temporal structure in

the underlying brain mechanism. This leads us to propose a gaussian process shared

response model (GP-SRM). This proposal explicitly models the temporal dependence

using a Gaussian process.

4.5.1 Mathematical Formulation

In GP-SRM we model temporal structure by imposing a Gaussian process prior over

each element of st.To do so we use a zero mean and a time dependent kernel. The ith

element of st is a T -dimension vector sri with prior GP(0,Ksri(t, t
′)). The observation

for dataset m then has the form x′mt|st ∼ N (Wmst + µm,Σx′m), where x′mt ∈ Rd, and

Wm ∈ Rd×k, m = 1:M . In this model, sri are time series factors, and the observed

time series for each voxel is assumed to be a linear combination of these factors.

Through the transformation matrices Wm, we hope to learn temporally structured

latent time series factors. The model can be written as

sri ∼ GP(0,Ksi(t, t
′)),

x′mt|st ∼ N (Wmst + µm, ρ
2
mI), (4.10)

s.t. W T
mWm = I,

[sr1 . . . sri . . . srN ]T = [s1 . . . st . . . sT ],

where Ksi(·) is the kernel function.
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for i = 1 to K do
sri ∼ GP(0,Ksi(t, t

′))
end
for t = 1 to T do

for m = 1 to M do
Generate subject specific
observations:

x′mt ∼ N (Wmst + µm, ρ
2
mI)

end

end

M

Wm, µm, ⇢m

x0
m

sri

K

Ksri

Figure 4.6: Generative process (left) and graphical model (right) for GP-
SRM. Brain activation pattern Xm ∈ RN×T (N voxels, T TRs) is observed from
subject m, m = 1 :M . Each column of observations Xm is a linear combination
of subject specific orthogonal brain responses (columns of Wm) using the weights
specified by st, ith element of st is the tth element of si. Shaded nodes: observations,
and black squares: hyperparameters.

4.5.2 Variational Inference

For SRM, we derive a constrained EM algorithm for parameter estimation leading

to (local) maximum likelihood solutions. However, due to the nonparametric nature

of a Gaussian process, the same technique can’t be applied. Here we derive a mean

field variational inference for GP-SRM. Variational inference finds an approximate

posterior distribution q(S) from a parameterized family of distribution over the la-

tent variables with its own variational parameters q(si|νi). Within the parameterized

family of distribution, we find the setting of parameters νi such that it makes q(si)

close to true posterior distribution p(S|X). We measure the distance between ap-

proximate posterior distribution q(S) and true posterior distribution p(S|X) with

Kullback-Leibler divergence:

KL

(
q(S)||p(S|X)

)
= Eq

[
log

q(S)

p(S|X)

]
= log p(X)− Eq[log p(S,X)] + Eq[log q(S)],
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where

L(q) = Eq[log p(X|S)] + Eq[log p(S)]− Eq[log q(S)].

is the evidence lower bound (ELBO) that we use as a proxy for minimizing the KL

distance between q(S) and p(S|X). Maximizing ELBO is equivalent to minimizing

KL divergence.

In mean field variational inference, we assume that the variational family factorizes

as

q(S) =
N∏
i=1

q(si)

q(si) =N (si|µsi ,Σsi)

S =

[
s1 . . . st . . . sT

]
=



sT1
...

sTi
...

sTN


S is the stacked shared randomness with size N × T . We use the subscript i and t to

distinguish si, the i-th row of S, with st, the t-th column of S. We use multivariate

gaussian distribution as approximate distribution for q(si) due to the fact that si are

generated by Gaussian processes.
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Using mean field variational inference method, we derive the update equations for

variational parameters µsi and Σsi for the posterior distribution q(si):

Σsi =

(
K−1

si
+

M∑
m=1

∑N
k=1(Wm)2

ki

ρ2
m

I

)−1

µsi = Σsi

( M∑
m=1

1

ρ2
m

N∑
j=1

(Wm)ji(x
′
m)j −

( M∑
m=1

N∑
j 6=i

∑N
k=1(Wm)ki(Wm)kj

ρ2
m

)
E−si

[
sj
])

=
M∑
m=1

1

ρ2
m

Σsi

( N∑
k=1

(Wm)ki

(
(x′m)k −

N∑
j 6=i

(Wm)kjE−si
[
sj
]))

.

For hyperparameter estimation, we apply empirical Bayes method by updating

hyperparameters with gradient-based optimization of ELBO.

4.5.3 Discussion and Conclusion

SRM GPSRM

Computation O(vk2) O(dk2)
Memory O(dk + dk2) O(kd+ kd2)

Table 4.2: Comparison of computation and memory complexity.

In this section, we develop an extension to the shared response model with tem-

poral dependency using Gaussian process, which we called GPSRM. Different from

SRM’s temporal independent assumption, we adopt a Gaussian process prior over the

latent variable of SRM such that it will incorporate temporal structure. A variational

inference algorithm for SRM is derived, which learns a posterior distribution over the

latent variable. The computational bottleneck for GPSRM depends on the number

of observations instead of numbers of voxels (Table. 4.2), which is suitable for dataset

with large number of voxels but a small number of TRs. However, our empirical

evaluation of this model suggests similar performance comparing to SRM. Even the

time segment matching experiment, which we thought would benefit from this design,

82



demonstrates similar predictive performance to SRM. Our original hope was to model

temporal structure with Gaussian process for learning a better shared feature space.

However, there are a couple aspects that might prevent us from estimating a more

informative shared feature space. First, we may not have a stationary latent time

series structure that can be well modeled by GP. Second, we may not have enough

data for explicitly modeling the temporal structure of the late variables. These future

directions are compatible with the future directions in KSRM, and they are closely

tied to the notion of using a nonlinear method for fMRI analysis.
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Chapter 5

A Multi-view Convolutional

Autoencoder

5.1 Introduction

Factor models operate on the principle of aggregating information across one or more

dimensions of the data (space, time, subject). For example, SRM and Hyperalignment

[60] aggregate information across space and subjects. Since aggregating across space

(voxels) reduces anatomical spatial locality, these methods are usually applied to

large pre-selected regions of interest (ROI), e.g., ventral temporal cortex [60] and

posterior medial cortex [27]. Applying the models in this way can yield significant

gains over prior methods in identifying informative responses in pre-selected regions

[27]. However, these methods suffer from an important limitation: a lack of spatial

locality. That is, all voxels within the selected region may contribute to the measure

that is ultimately derived (e.g., a classification score). This limitation is at odds with

a fundamental goal of neuroscience, which is to determine how local brain regions

are associated with specific cognitive functions. For example, the ventral temporal

cortex is known to contain a multitude of sub-areas, each with its specialized function
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[49]. If all of these sub-areas enter an analysis together, overall classification scores

may improve, but the ability to make inferences about the functional properties of

individual sub-areas is lost.

Here we focus on the preservation of spatial locality during whole brain multi-

subject data aggregation, with the aim of improving anatomical and functional in-

terpretability of the analysis results. By preserving spatial locality we mean that

information is only aggregated in a small region (e.g. a ball) about each voxel. A

natural approach that can satisfy this constraint to combine factor models and search-

light based analysis [77, 41]. Searchlight analysis uses a small window of contiguous

voxels around a known location to conduct a spatially local analysis. This analy-

sis is performed at all locations in the volume. This generalizes an ROI approach

to multiple (overlapping) spatially local “searchlights” across the brain. To handle

m subjects, the analysis can be performed across m linked and co-centered search-

lights, one per subject. This provides multi-subject, local data aggregation tailored

to each searchlight [50]. In this chapter, we focus on this approach with the aim of

making a connection between searchlight analysis and convolution neural networks.

Other approaches that aim to ensure spatial locality are also possible. For example,

a data-driven approach that learns “soft” boundaries of locally activated areas.

We explore the application of searchlights in two distinct ways: by combining

the SRM with searchlights (S-SRM) (§3.7) and by using a multi-view convolutional

autoencoder (CAE). A searchlight version of SRM is not conceptually new; similar

idea has also been introduced in [50]. We bring it in as a fairer benchmark for the

CAE than factor models without spatial locality constraints. To understand the

relevance of a convolutional autoencoder we first note in §5.3 that a two layer fully

connected autoencoder can replicate the performance of SRM on multi-subject fMRI

data. But like the SRM, this autoencoder does not have spatial locality. We then

argue that we can add spatial locality by transitioning from a fully connected to a
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convolutional autoencoder. To see this consider the post-training application of an

S-SRM analysis and that of a single layer convolutional neural network (CNN). In an

S-SRM analysis, a fixed sized window is moved over the data and at each location

we form k inner products between weight vectors (learned functional topographies

in Chapter 2) and the windowed data. Similarly, in a convolution using k filters, a

fixed size filter support is moved over the data and at each location k inner products

of filter coefficient vectors and the windowed data are computed. In both cases, the

results are recorded and indexed by the coordinates of the region center. Subsequent

analysis is then based on the outputs produced in each case. While the above analogy

shows a clear similarity, the two approaches also differ in important ways. First, in

a S-SRM the weight vectors can depend on the searchlight index but in a CNN

the filter weights are invariant with location. Thus the searchlight approach has

a key advantage: it can vary data aggregation depending on anatomical location.

Second, the SRM (and many other factor methods) impose a nonlinear geometric

constraint on the weight vectors (e.g., orthonormality), whereas CNN filter weights

are not directly geometrically unconstrained except perhaps in norm. Third, a CNN

contains distributed nonlinear activation functions whereas in a factor model, data

factorization is a global nonlinear operation. It is well known, however, that a fully

connected neural network can make use of its distributed activation functions to

approximate nonlinear functions [62, 14].

There are several previous applications of deep learning to fMRI data. We review

this recent literature and draw connections with our work. For unsupervised fea-

ture extraction, the l1 regularized restricted Boltzmann machine has demonstrated

comparable performance with ICA while giving more localized features [103]. One

dimensional temporal convolutional autoencoders have been applied on fMRI data

in matrix form (voxel-by-time) in a temporal convolutional neural network frame-

work [43]. Recent work on classifying neuroimaging data used semi-supervised linear
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Figure 5.1: Illustration of the lack of spatial locality of whole brain SRM (WB-SRM)
analysis. Figure from [29].

autoencoders to learn compressed representations of the neuroimaging data in the

unsupervised stage [19]. Another classification paper uses deep neural networks to

perform supervised learning, with the fMRI data as input and the corresponding class

labels as output [76]. In this work, the intensities of voxels in each anatomical region

of interest are averaged to help deal with the variability across subjects. These pre-

vious applications of deep learning to fMRI data do not explore co-activation across

subjects nor the preservation of spatial locality in the aggregation of multi-subject

data.

Our goal then is to design a multi-layer convolutional autoencoder for multi-

subject, whole brain, spatially local, fMRI data aggregation. To do so, we create a

network structure that matches the inherent multi-dataset nature of the problem and

address some computational challenges arising from dealing with large-scale, multi-

subject fMRI data. Our key contribution is to show that a suitably designed convo-

lutional autoencoder can provide data aggregation that is competitive with methods

based on whole brain searchlight analysis using latent factor methods. We also ex-

amine approaches to address the computational challenges of training a convolutional

autoencoder using multi-subject fMRI data.
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5.2 Limitations of Current Methods

Let fMRI time-series data Xi ∈ Rvx×vy×vz×d, i = 1 :m, be collected from m sub-

jects presented with an identical, temporally synchronized stimulus. The dimensions

(x, y, z) of Xi are spatial coordinates in the brain, (vx, vy, vz) are the number of voxels

in the (x, y, z) dimensions, and d is the number of time samples in units of repetition

time (TR). Xi can be regarded as a 4D tensor, but to afford wider accessibility we use

standard multivariate notation. Our objective is to model, across the whole brain,

the elicited response shared by the subjects while preserving its spatial locality. To

do so we set out to identify local subject specific patterns that co-activate in time

across subjects.

The SRM approach aims to achieve this goal by learning subject specific matrices

Wi ∈ Rv×k, each with k orthonormal columns, and a shared response S ∈ Rk×d to

minimize the reconstruction error
∑m

i=1
1
m
‖Xi −WiS‖2

F . Once learning is complete,

one can project held out data X ′i for subject i into the shared response space by

computing k inner products S ′i = W T
i X

′
i. One can also project this data into the

voxel space of subject j by computing WjW
T
i X

′
i. The imposed orthonormality con-

straint plays a key role in achieving the performance reported in §3. If this constraint

is removed, performance drops (§2.2.2). In addition, if spatial locality is desired, it

must be externally imposed by restricting the SRM domain to a spatially local ROI.

Applying the method across the whole brain forgoes spatial locality. We can demon-

strate this using the sherlock dataset (see §5.5). After using the dataset to learn

the SRM on the whole brain we obtain Wi ∈ Rv×k, i = 1:m and a shared response
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S ∈ Rk×d. We then create a synthetic brain map M in the voxel space of subject

1 taking value 1 in a post medial cortex (PMC) anatomical ROI and 0 elsewhere,

and use the learned matrices W1,W2 to map M into the voxel space of subject 2:

M ′ = W2W
T
1 M . Preserving spatial locality requires that the support of M ′ is close

to that of M . The result (Fig. 5.1) clearly shows that special locality is not preserved.

Our problem can also be conceived as multi-view learning problem and in this con-

text, fully connected neural networks and autoencoders have proven useful [8, 127, 23].

It is possible to connect the SRM and a linear autoencoder by simply removing the

constraint W T
i Wi = Ik and viewing the SRM objective as the reconstruction loss of

a fully-connected linear, single hidden layer autoencoder (see Fig. 5.2). But drop-

ping the above constraint reduces performance. In contrast, a nonlinear, multi-view

autoencoder with two hidden layers (Fig. 5.3) can match the performance of SRM.

However, like SRM, this autoencoder does not preserve spatial locality. Nevertheless,

it suggests a novel approach to the fMRI data aggregation problem.

5.3 Fully-connected Autoencoder and SRM

We first show that SRM without the orthogonality constraint is equivalent to a tied-

weights linear fully-connected multi-view autoencoder with one hidden layer as in

Fig. 5.2. Since SRM does not keep track of spatial locality, the fMRI data is for-

mulated by reshaping the 4D tensor response (vx, vy, vz, d) into 2D response (v, d),

where v = vx × vy × vz. fMRI time-series data Xi ∈ Rv×d, i = 1:m, is collected for m

subjects.

The core of SRM can be viewed as

minWi,S

∑
i ‖Xi −WiS‖2

F

s.t. W T
i Wi = Ik,

(5.1)
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Figure 5.2: tied-weights linear fully-connected multi-view autoencoder. Figure from
[29].

average!
pooling!

fully-connected!
multi-layer!

encoder! decoder!

input! output!shared feature!

S

Xi

Xj …!

…!

…!

…! …!

…!

…!

…!

fi(Xi)

fj(Xj)

…!

…
!

…
!

…!

fully-connected!
multi-layer!

gi(S)

gj(S)

: nonlinearity!

Figure 5.3: A nonlinear, fully connected autoencoder that can match the performance
of SRM but also lacks spatial locality. Figure from [29].

where ‖ · ‖F denotes the Frobenius norm. Equation (5.1) can be solved iteratively

by first initialize Wi, i = 1:m, and optimizing (5.1) with respect to S by setting

S = 1/m
∑

iW
T
i Xi. With S fixed, (5.1) becomes m separate Procrustes problems [47]

of the form min ‖Xi −WiS‖2
F with solution Wi = ŨiṼ

T
i , where ŨiΣ̃iṼ

T
i is SVD of

XiS
T [61]. These two steps iterate until a stopping criterion is satisfied.
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Using the fully-connected autoencoder, Fig. 5.2, input data Xi of subject i is trans-

formed through subject specific fully-connected transformation Wi yielding W T
i Xi as

hidden representation. The shared feature S = 1/m
∑

iW
T
i Xi is the average of each

subjects’ hidden representations similar to the formulation in SRM. From the shared

feature, the decoder part of the network are tied-weight fully-connected transforma-

tions reconstructing the input from the shared feature S. The objective function of the

network is loss between original data and reconstructed data minWi

∑
i ‖Xi−WiS‖2

F .

In experiments similar to §3.4, this network performs similar to SRM without orthog-

onality but worse than SRM with orthogonality.

The linear fully-connected multi-view autoencoder, Fig. 5.2, can be generalized

into a nonlinear network by introducing non-linearity. With the introduction of non-

linearity, we design a multi-layer multi-view auto-encoder as in Fig. 5.3. The encoders

for each subject’s data Xi can be viewed as a subject specific nonlinear function

fi(·). Each subject’s response in feature space is fi(Xi), and shared feature S =

1/m
∑

i fi(Xi) is the average across subjects. From the shared feature S, the decoder

network reconstructs the original input through a subject specific nonlinear functions

gi(S). The whole network can be written as:

minfi,gi
∑

i ‖Xi − gi( 1
m

∑
j fj(Xj))‖2

F + λDKL(ρ‖ρ̂). (5.2)

The first term is the mean squared error between the reconstructed output

gi(
1
m

∑
j fj(Xj)) and each subject’s data; the second term is the Kullback-Leibler

(KL) divergence to a binomial distribution with parameter ρ [94]: DKL(ρ‖ρ̂) =

ρ log(ρ
ρ̂
) + (1 − ρ) log(1−ρ

1−ρ̂) with ρ the desired sparsity and ρ̂ the mean sparsity of

the activations in the layer. This regularizes the network by sparsifying the shared

feature maps S. Dropout is used to reduce overfitting [113]. We use the hyperbolic
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Figure 5.4: Proposed 4D convolutional autoencoder (CAE). Figure from [29].

tangent activation function since it yields shared feature maps with positive and

negative values as in competing methods. We select the parameters ρ and λ using

cross-validation and fix dropout on hidden layers to the typical value of 0.5 [113] and

deactivate it on the input layer. In predictive experiments as in §3.4, this network

leads to comparable performance as SRM.

5.4 A Multi-view Convolutional Autoencoder

Motivated by the desire for spatial locality, we now investigate a 4D convolutional au-

toencoder (Fig. 5.4) for multi-subject fMRI data aggregation. For simplicity, Fig. 5.4

shows only two subjects and we explain its operation in this context. The input data

consists of 4D tensors Xi, i = 1:m and the first layer is a 3D convolutional layer. To

account for functional variability between subjects, this layer learns k1 subject specific

filters. However, filters with the same index are linked across the subjects. The out-

put of the first layer is a set of mk1 3D feature maps Xj
i ; one per subject i and filter
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index j. As shown in Fig. 5.4, these are subject-grouped for each linked filter index.

The grouped feature maps specify the activity level across subjects of linked local

filters at the locations across the brain. The second layer is average pooling across

subjects. This identifies local patterns that co-activate across subjects (co-activating

patterns). The result is k1 shared feature maps. We do not expect activation of

local spatial patterns alone to be informative of a shared response. Hence a second

round of k3 convolutions is performed over the k1 activation patterns to identify local

combinations of spatial activity patterns. This also introduces a second non-linearity

into the network which is known to increase representational power [15]. The second

convolutional layer computes k3 1D convolutions resulting in k3 3D feature maps.

This design satisfies our goal of preserving spatial locality by aggregating the infor-

mation across subjects from voxels within the filter support size. Each location in

the final shared feature maps (L3) corresponds to brain searchlights linked across

subjects. Finally, we use a single layer of convolutions to generate the reconstructed

datasets X̂i = hi,θ(X1, . . . , Xm), where θ is the model parameters. These represent

the manifestation of the shared response in each subject’s brain.

We train the convolutional autoencoder by minimizing the loss function

L(θ;X) = 1
m

∑m
i=1 ‖Xi − hi,θ(X1, . . . , Xm)‖2

F + λDKL(ρ‖ρ̂). (5.3)

The first term is the mean squared error between the reconstructed output

hi,θ(X1, . . . , Xm) and the subject’s data; the second term is the Kullback-Leibler

(KL) divergence to a binomial distribution with parameter ρ [94]: DKL(ρ‖ρ̂) =

ρ log(ρ
ρ̂
) + (1− ρ) log(1−ρ

1−ρ̂) with ρ the desired sparsity and ρ̂ the mean sparsity of the

activation in the layer. This regularizes the network by sparsifying the k3 shared

feature maps in layer 3. We use the hyperbolic tangent activation function since

the data is z-scored and it yields shared feature maps with positive and negative
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Dataset TRs (s/TR) Voxel Region # Voxels
audiobook [137] 449(2) whole brain (WB) in MNI [88] 70273
sherlock-movie [25] 1976(2) whole brain (WB) in MNI [88] 70273

posterior medial cortex (PMC)[87] 813
sherlock-recall [25] 437∼1009(2) whole brain (WB) in MNI [88] 70273

posterior medial cortex (PMC)[87] 813

Table 5.1: fMRI datasets are shown in the left two columns, and the ROIs are shown
in right two columns. We use 9 subjects from version of datasets that match the data
in the corresponding publications.

values. The sparsity regularization is computed by scaling and shifting the hyperbolic

tangent output to [0, 1]. Dropout is used to reduce overfitting [113]. We select the

parameters ρ and λ using cross-validation and fix dropout on hidden layers to the

typical value of 0.5 [113] and deactivate it on the input layer.

In our convolutional autoencoder, the number of model parameters is much smaller

than the number of activations. Therefore, we adopt a data parallel method for dis-

tributed training that reduces communication overhead. We implement a distributed

training framework for Theano [5] based on a synchronous Stochastic Gradient De-

scend (SGD) [69, 26] to handle the computational load for training the network. We

select a synchronous method over asynchronous SGD because of the better conver-

gence properties [26]. The synchronous SGD method has many processes running in

parallel, each maintaining a copy of the entire model. Every SGD iteration, a mini

batch is assigned to each process to compute a local gradient. Then, all these gradients

are aggregated by a binomial reduction tree based collective operation. Eventually,

the local models are updated using the aggregated gradient. In addition, we initialize

all filters in the first layer with values from a random orthogonal matrix. We use

RMSprop [116] to adaptively adjust the learning rate. For decay rate and smoothing

value, we swept in the range {0.9, 0.99, 0.999} and {10−4, 10−6, 10−8}, respectively.

The initial learning rate depends on the batch size and the number of nodes used.
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5.5 Experiments and Results

The performance of S-SRM and the CAE was evaluated using two fMRI datasets:

the sherlock dataset (§3.2.2) (with both sherlock-movie and sherlock-recall) and the

audiobook dataset (§3.2.3). We use either whole brain data with 70273 voxels or

posterior medial cortex (PMC) data with 813 voxels. Details are given in Table 5.1.

The primary metrics are prediction accuracy, used as a proxy for relevant shared

information, and spatial locality. The high accuracy regions suggest the presence of

information relevant to the predictive tasks being conducted.

For the CAE we use a 5×5×5 support region in first layer convolutions for full

resolution fMRI data and 3×3×3 regions for data down-sampled by 2. After training,

held out data is mapped from the input layer to the shared response (bypassing across

subject pooling) at the output of layer 3. S-SRM uses searchlights sized as above.

Each searchlight contains vs voxels and we use k = 10 features per searchlight. The

training data for voxels in the m linked searchlights across subjects are used to learn

an SRM and the learned subject-specific maps Wi ∈ Rvs×k are used to project held out

data into the shared space for each searchlight. For both the CAE and S-SRM we then

conduct time segment matching and brain map matching experiments using the data

of a held out subject. The resulting accuracy of the matching tasks is assigned to the

center voxel of the corresponding input region for CAE or the searchlight for S-SRM.

This enables us to plot a local accuracy map across the whole brain. In comparisons

with standard searchlight based analysis we use the same sized searchlights and for

comparisons with single region SRM (whole brain or ROI) we use k = 100 features.

For training the CAE, we use the distributed synchronous SGD described in §5.4,

applying MPI parallelism at the mini batch level. In addition, we tune Theano to

make full use of OpenMP. Moreover, certain operations in NumPy and SciPy versions

run serially and therefore we develop NumPy extension modules in C++ parallelized

with OpenMP to speed these up. These optimizations yield up to 67× training
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speedup on a single node comparing to the original Theano version, and an additional

7× speedup on an 8-node CPU cluster. Furthermore, we only load necessary data

according to the mini batch to maintain a reduced memory footprint in each process.

We run our experiments on an 8-node cluster, interconnected by an Arista 10GE

switch. Each node of the cluster has a motherboard with 2 Intel Xeon E5-2670 pro-

cessors, both running at 2.6GHz, and with 256GB memory. The convolutional au-

toencoder is implemented in Python, with OpenMP for multi-threading, and mpi4py

for multi-node parallelism. The software packages used in our experiments include

Intel optimized Theano [5] (version rel-0.8.0rc1). We use the Anaconda distribution

of Python with the following packages: Intel MKL 11.3.1, NumPy 1.10.4 and SciPy

0.17.0.

Experiment 1: Local region time segment matching.

We first use the sherlock-movie and audiobook datasets to replicate an experiment

from §3.4. The experiment compares a standard searchlight analysis (SL) with S-

SRM and the CAE. For each dataset, the movie data was split into halves, one-half

was used for training the other for testing; then the roles were reversed and results

averaged. The experiment tests if a 9 TR time segment from the testing data of a

held-out subject can be located in the testing data of the subjects used in training.

In the testing phase, we map subject’s testing data from the input to the shared

feature map (without conducting average pooling across subjects). A random 9 TR

test segment from the testing half of the held-out subject’s data is projected onto

the shared space and we locate this segment in the averaged shared response of the

other subject’s testing data by maximizing Pearson correlation. Segments overlapping

with the test segment are excluded from the matching process. We record average

accuracy and standard error by two-fold cross-validation over the data halves and

leave-one-out over subjects. Each dataset is in MNI space [88]. The accuracy maps
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Figure 5.5: Top Left: Accuracy maps for Experiment 1 using sherlock-movie and
audiobook ; Top Right: Accuracy maps for Experiment 2 using sherlock-movie and
sherlock-recall. Top figures are thresholded at corresponding scales for visualization
clarity purpose. Please refer to bottom row figures for the high end of the range.
Bottom Left: Accuracy maps for top 0.5% searchlights for Exp. 1; Bottom Right:
Accuracy maps of top 0.5% searchlights for Exp. 2. Early Visual Cortex (EVC),
Early Auditory Cortex (EAC), Posterior Medial Cortex (PMC). Figures from [29].

are shown on the left of Fig. 5.5. Accuracies below 0.05 were set to zero. Since each

searchlight contains only a small local view, its predictive performance is expected

to be low. The experiment was also conducted using a univariate voxel test but no

voxel scored above 0.05. Assuming independence, chance accuracy is 0.0044 for the

audiobook dataset and 0.001 for sherlock-movie dataset.
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Experiment 2: Scene recall matching.

We now use sherlock-movie and sherlock-recall to compare standard SL analysis, S-

SRM and CAE analyses on a more challenging task. We label each TR of the sherlock-

recall data with the corresponding scene based on the subject’s verbal description.

The TRs captured during a subject’s recall of the same scene are averaged. Our

goal is to test if subjects have a similar brain activation pattern when retrieving the

memory of the same scene. To do so we attempt to classify the scene of the recall

responses of a left out subject . The whole movie is used to train S-SRM and the

CAE. The effectiveness of the learned shared response is then tested using data from

a held out subject. After projecting the sherlock-recall data to the shared space,

an SVM classifier is trained and the average classifier accuracy and standard error

are recorded by leave-one-out across subject testing. The results are shown as the

accuracy plots on the right in Fig. 5.5. Assuming independence, chance accuracy is

0.02.

Experiment 3: Whole brain time segment and scene recall

matching.

In this experiment, we investigate how well we can perform time segment matching

and scene recall matching using a classifier that combines locally learned information

across the whole brain. This experiment compares five approaches: whole brain voxel

analysis (VX), whole brain SRM (WB-SRM) with k = 100 features, standard SL, S-

SRM, and CAE. The experiment procedure is similar to Exp. 1 and Exp. 2, however,

instead of doing classification in each local region, we classify using the results of all

the local analyses across the whole brain. Whole brain voxel analysis (VX) is done

by directly calculating time segment matching on whole brain voxel data without

any model. WB-SRM is done by applying SRM (k = 100) on whole brain data.

98



VX WB-
SRM

SL S-
SRM

CAE VX WB-
SRM

SL S-
SRM

CAE
0.0
0.1
0.2
0.3
0.4
0.5
0.6

A
cc

u
ra

cy

.128

.370

.240

.489
.423

.052
.136 .124

.209 .183

Time Segment Matchingsherlock-movie

audiobook

VX WB-
SRM

SL S-
SRM

CAE
0.00

0.05

0.10

0.15

0.20

0.25

.087
.072 .082 .062

.093

Scene Recall Matching

sherlock movie and recall

VX SRM SL S-
SRM

CAE
0.00

0.05

0.10

0.15

0.20

0.25

.079

.119
.086

.118
.094

Scene Recall Matching
sherlock movie
 and recall, PMC

Figure 5.6: Prediction accuracies for Experiment 3. Top: Comparison of 9 TRs
time segment matching on two datasets. Bottom Left: Comparison of movie scene
recall classification on sherlock. Bottom Right: Comparison of movie scene recall
classification on sherlock in PMC. Error bars: ±1 stand. error. Figures from [29].

Standard searchlight analysis (SL), S-SRM and CAE are local methods applied as

before directly to whole brain data. By aggregating the local information from all

local regions, we expect higher predictive power. The results are shown in the top

plot of Fig. 5.6 for time segment matching. From time segment matching results, we

observe significantly better predictive performance when combining information from

both searchlight spatial locality and functional shared feature, e.g. S-SRM and CAE.

On the other hand, without spatial locality information, WB-SRM shows slightly

worse performance. Without functional shared feature information, SL also shows

worse performance. Without information from both spatial locality and functional

shared feature, VX shows worst performance.

Whole brain scene recall results are shown in the bottom left plot of Fig. 5.6.

Motivated by these results, we also conduct the same scene recall experiment in the

PMC ROI. PMC is known to be informative for recall classification [25]. These
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Figure 5.7: Experiment 4. A dispersion comparison between S-SRM and CAE using
two anatomical ROI masks: Posterior Medial Cortex (PMC) and Early Visual Cortex
(EVC). Figures from [29].

results are shown in the bottom right plot of Fig. 5.6. WB-SRM and S-SRM both

show improvement in accuracy while using only voxels in PMC. This suggests that

if the distribution of information in the brain is already known, it is better to use

SRM with only voxels from the ROI to achieve better performance. However, if the

distribution of information is unknown, using CAE and SL provide robust predictive

performance while uninformative voxels are included.

Experiment 4: Dispersion

We now examine how well S-SRM and the CAE address the issue of spatial locality.

We conduct the same experiment described in §5.2 and shown in Fig. 5.1. We use

two ROI regions to compare the spatial dispersion of S-SRM and CAE (Fig. 5.7).

As expected, S-SRM and the CAE have much less spatial dispersion than WB-SRM.

The S-SRM exhibits slightly greater dispersion than the CAE.
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5.6 Discussion and Conclusion

Our objective is to accomplish whole brain, multi-subject, fMRI data aggregation

while preserving the spatial locality of information. The dispersion experiment

(Fig. 5.7) indicates that both S-SRM and the CAE preserve spatial locality. The key

remaining issue is whether aggregation of fMRI responses using these methods better

distinguishes local and global cognitive states. To check this, we use the accuracy

maps as a proxy measure of the effectiveness of the information aggregation.

The results of the time segment matching experiments indicate that both S-SRM

and CAE enable improved matching of temporal segments over standard searchlight

analysis (locally and globally) and marginally over WB-SRM (globally) (Fig. 5.5

(top left) and Fig. 5.6 (left)). For the sherlock-movie both S-SRM and CAE result

in regions of the highest accuracy in the early visual cortex (EVC), which accords

with neuroscience expectations for having early sensory areas driven in a specific and

predictable way by the stimulus. On the sherlock-movie dataset the peak predictive

performance averaged across the top 0.5% (≈ 350 voxel locations) of the local regions

is 0.11 for SL, 0.35 for S-SRM, and 0.14 for the CAE. The averaged peak accuracy

of the local regions of S-SRM and CAE clearly outperform those of standard SL

analysis. S-SRM has done the best job of local aggregation of information areas with

high peak accuracy in EVC. The CAE is second in rank with lower peak accuracy but

nevertheless good coverage of relevant brain areas. Its peak accuracy is also in EVC.

Our claim is also supported by the results of whole brain classification (Fig. 5.6) where

S-SRM and CAE attain the highest classification accuracies; distinctly above standard

searchlight analysis. For audiobook, both S-SRM and CAE have comparable spatial

performance with highest accuracy in early audio cortex (EAC). The peak predictive

performance averaged across the top 0.5% (≈ 350 voxel locations) of the local regions

is 0.07 for SL, 0.10 for S-SRM, and 0.08 for the CAE. While the averaged peak

accuracy of local regions of S-SRM and CAE are slightly higher than SL analysis, the
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combined whole brain predictive accuracy (Fig. 5.6(left)) for both S-SRM and CAE

are about twice as large as the best local region (Fig. 5.5 (bottom)).

It is particularly interesting that whole brain SRM (WB-SRM) does not perform as

well as either of the local methods (S-SRM, CAE) when classifying temporal segments

using whole brain data. This suggests that for cognitive state classification, it is better

to perform a local spatial analysis first, then combine the results of the local analyses

to perform a global prediction of the cognitive state.

The scene recall matching experiment provides a challenging task for all methods.

We observe no improvement in whole brain classification over the best local prediction

accuracies. This suggests that the relevant information is highly spatially localized.

All three local analysis methods indicate that it is localized in the PMC ROI consistent

with the finding in [25]. A follow-up experiment based only on PMC (Fig. 5.6 (right))

shows that the performance of the standard searchlight method and the CAE is the

same when applied to the whole brain and when applied on PMC. On the other

hand, the performance of SRM and S-SRM improves when restricted to PMC. This

suggests that with prior knowledge of informative local regions, it’s best to use SRM

and S-SRM directly in the ROI.

A key distinction between scene recall matching and time segment matching is that

the scene recall test probes representations at a higher level of stimulus processing.

It is known that neural representations become more abstract at higher and higher

levels in the processing stream (e.g., as one moves from early sensory areas up to

areas like PMC) [57]. Responses in higher level areas are generally less similar across

subjects, compared to early sensory regions, likely due to their intrinsically more

complex relationship to the stimulus; this property is observed in the identification of

low-level sensory areas EVC (for sherlock-movie) and EAC (for audiobook) as some

of the most informative voxels in the time segment matching test (Fig. 5.5). When

two data types are not matched regarding sensory input, these low-level areas do not
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match; instead, we find that PMC carries the most strongly shared information (the

scene recall matching test). PMC is at the highest level of the stimulus processing

stream, and as our experiments have displayed, it has the interesting property of

exhibiting similar response patterns for two scenes with similar content irrespective

of the type of sensory input (movie vs. spoken recall) [25]. Successful decoding of

cognitive state using local information in the brain helps determine a local brain

region’s specific cognitive function, and also demonstrates what kind of information

is present and the information’s distribution across the brain. S-SRM and CAE have

shown increased sensitivity for both local and global investigation.

In summary, we have investigated and compared two ways of preserving spatial

locality in multi-subject fMRI data aggregation: searchlight SRM and a convolutional

autoencoder. Both approaches show improved results over standard competing meth-

ods. To our knowledge, the application of a convolutional autoencoder to this task

is novel and moves away from factor model approaches which appear to be hitting a

performance ceiling. With further refinement, a well-trained convolution autoencoder

may lead to a more powerful means of accomplishing the fMRI data aggregation task.
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Chapter 6

Beyond Multiclass Classification

6.1 Introduction

Scientific discovery is based on the scientific method of hypothesis testing. The pre-

diction and classification approach that we adopt can also be viewed as a form of

hypothesis testing. We have demonstrated this using ROI and searchlight analysis

in various experiments of Chapter 3. Those experiments have answered lots of what

and where questions. For example, where can we find what image stimulus cate-

gory information in the brain; where does the brain exhibit different responses evoked

by different interpretations of the same story, etc. On the contrary, why and how

questions are harder to handle with fMRI data. For example, why does image cate-

gory information show up in a particular region, how is this brain activation pattern

formed, why is a particular brain activation pattern formed, etc. A primary reason

for this limitation is the spatial and temporal resolution of fMRI. Even though fMRI

is currently the best non-invasive neuroimaging technology, its spatial and temporal

resolution is still insufficient to understand brain activation patterns in a bottom-up

approach.
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Encoding and decoding [93, 104] are two operations that indicate how the brain

represents information. Encoding predicts brain activity given a stimulus, while de-

coding predicts stimulus given a brain activity. For most experiments in Chapter 3,

we project data from voxel space into shared feature space and then conduct cross-

subject stimulus prediction. This falls into the decoding paradigm. In a multi-view

learning framework, by treating stimulus features as a view, we bridge between the

stimulus feature space and fMRI voxel space. This approach makes encoding and

decoding two sides of the same coin. Encoding can be viewed as transforming data

from stimulus features to voxel space and decoding can be viewed as transforming

data from voxel space to stimulus feature space.

In this chapter, we go beyond stimulus prediction as in most experiments of Chap-

ter 3. The stimulus prediction problem requires training a classifier that takes either

raw fMRI data or fMRI features as input and then outputs a stimulus label. In this

setting, there are only a limited number of classes/labels we can predict. Furthermore,

it requires training data from all possible labels to do a good job in prediction.

Here we test the possibility of learning linear transformations between fMRI shared

feature space and word semantic space. The goal is to match the semantic represen-

tations via a linear transformation. Relating the fMRI data to the semantics of the

stimulus (e.g. text, movie, etc) helps us understand the neural representation of

semantic meaning. Furthermore, by successfully bridging word semantic space and

shared feature space, we can transform data between stimulus features and brain

activation patterns. This opens up the potential to go beyond answering the what

question, and bring us closer to answering the how question, e.g., how is a particular

stimulus feature represented in the brain.

There has been previous work trying to connect brain response and stimulus, such

as words [92], pictures[46, 70], videos [96], stories [130, 65], mental images [115], etc.

We review several related works in the domain of text. In [92], subjects view images
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of concrete nouns (e.g. horse, dog) while fMRI data is collected. The authors try to

predict fMRI voxel activity using 25-dimensional word features using a learned linear

basis to map from word vectors to fMRI activation. Then a binary classification is

conducted on held-out data. In [131], the authors extend the same approach from sub-

jects reading individual words to subjects reading word sequences using a chapter of

Harry Potter for predicting voxel activity. In [100], the authors start with Wikipedia

articles to create a topic model [17]. With the topic model, the authors use the text

representation as an approximation of the mental representation of the concept. In

combination with the same dataset as in [92], the authors generate word clouds based

on an fMRI response, using the generative properties of the topic model [100]. In

[66], the authors study fMRI responses to a natural movie stimulus, represented with

a feature space of 1705 distinct nouns and verbs. A subsequent study [65] analyzes

fMRI responses to audio stories to derive a semantic word map for the voxels of the

brain. In [101], the authors collect fMRI data from people who are shown words and

short sentences paired with images of objects. With fMRI response evoked by this

stimulus, the authors develop a model for learning a subject-independent mental rep-

resentation of concepts and reconstructing generic mental representations from fMRI

data.

The contribution of this chapter is twofold. First, we show that multi-subject

fMRI data aggregating using SRM leads to improved decoding performance between

fMRI and the text annotation. Second, we compare different ROIs on matching

between fMRI and text annotation.

Prior Publications and Acknowledgment Parts of this chapter have been pub-

lished in the [126]. This research is a collaborative effort. My primary contribution

is the idea formulation, design of algorithms, and the design of the experiments.

For other parts of the work, I’ll briefly describe them in this chapter for continuity
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Figure 6.1: Illustration for experiment setup.

and self-containment purposes. The reader is referred to the above paper for further

details. I thank Kiran Vodrahalli for his permission to use figures from [126].

6.2 Bridging Semantic Space and fMRI Space

We study the sherlock dataset (§3.2.2) with sub-second-resolution English text scene

annotations. For each time point, we have the corresponding fMRI data and a textual

description of the content in the movie. To bridge between the text annotation and the

fMRI response, three key steps are used. First, we construct and aggregate semantic

vectors from the text, particularly sequences of words. Second, we construct and

aggregate fMRI shared features across subjects. Third, we bridge between the word

semantic space and the fMRI shared feature space.

Learning semantic vectors We use natural language processing methods to rep-

resent words and sentences in a vector space. A common approach is to use word

co-occurrence from a large corpus as the primary source of information to create word

semantic vectors [99]. Then sentence semantic vectors can be estimated by averaging

word semantic vectors. Recent approaches use neural network to estimate word and

sentence semantic vectors by maximizing likelihood of a language model using neural
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network [16, 79, 75]. In this work, we use the method proposed in [11] for estimating

sentence semantic vectors. The method introduced in [11] constructs sentence seman-

tic vectors using weighted average of word semantic vectors generated from one of

the popular methods [79, 75, 132] with common component removal [11].

Identifying Shared Response We use SRM to identify a shared feature space

among multi-subject fMRI dataset. We set dimension of the feature space k to 20.

This number was selected because a low-rank SVD with 20 dimensions captures 90%

of the variance of the original fMRI data. We then project data to the shared feature

space using the learned basis Wi to estimate shared features. The estimated shared

features can be written as 1
N

∑N
i=1W

T
i X

test
i . Four different algorithms are used for

comparison, including simple averaging of the different responses 1
N

∑N
i=1X

test
i , PCA,

SRM, and SR-ICA (§4.3).

Bridging fMRI Shared Response and Semantic Vectors To bridge between

fMRI shared features and semantic vectors, we use linear regression. We use orthog-

onal regularization for mapping from the fMRI shared feature space to the semantic

vector space. We use ridge regularization for mapping from the semantic vector

space to the fMRI shared feature space. Let X ∈ Rv×d be fMRI shared feature and

Y ∈ R100×d be the semantic vectors, where v is the number of voxels, d is the number

of observations, and 100 is the selected dimensionality for semantic vector space. The

first formulation with orthogonal regularization can be written as

min ‖Y − ΩXYX‖2
2

s.t. ΩT
XY ΩXY = Ik,

(6.1)

where ΩXY ∈ R100×v as a transformation from X to Y . In other words, this formula-

tion decodes fMRI shared features into the semantic space.
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Figure 6.2: Visualization of the default mode network (DMN) and ventral/dorsal
language area (vLANG/dLANG) ROIs. Figures from [126].

For encoding semantic vectors into the fMRI shared feature space, from Y to X,

we adopt ridge regression,

min ‖XT − Y TΩY X‖2
2 + ‖ΩY X‖2

2.
(6.2)

where ΩY X ∈ R100×v as a transformation from Y to X. Combing ΩY X with the

learned bases Wi in SRM, we can map a semantic vector into the brain to construct

a corresponding brain activity.

6.3 Experiments

We use the sherlock dataset (§3.2.2) with text annotation of the scenes [25]. Voxels

from multiple ROIs (see Fig. 6.2) are selected for comparison and evaluation. We

conduct two experiments, scene classification, and scene ranking, for evaluating the

effectiveness of our approach to bridging the semantic space and fMRI space. We
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first equally divide the dataset into 50 chunks in time. Half of the chunks are used as

training data, and the other half are used as testing data. We learn the mapping from

fMRI to text and from text to fMRI using the training data on individual TRs instead

of 25 chunks. To predict text from fMRI, for each time chunk i ∈ [1, 25] in fMRI

space, we predict chunk i in semantic space using the learned transformation. We

then calculate the Pearson correlation of the predicted chunk i with each of the true

chunks j ∈ [1, 25], and rank the chunk indexes by correlation. There are two different

performance metrics we adopt in this case. In scene classification, a classification is

correct if the true chunk index is ranked among the top 5 chunks produced by this

sorting. Hence the chance rate is 20%, and closer to 1 is better. In scene ranking,

we report 1− average rank of the true index
25

, which has 50% chance rate and also closer to 1

is better. The main reason for reporting two different metrics is to provide a better

understanding of the ranking distribution.

In Fig. 6.3, we show the accuracy for our four experiments over different ROIs:

they are fMRI to text on classification, fMRI to text on ranking, text to fMRI on

classification, text to fMRI on ranking. Linear maps estimated by equation (6.1) and

equation (6.2) are used for fMRI to text and text to fMRI. For fMRI to text, equation

(6.1) performs 1.25x better than equation (6.2) in testing accuracy. However, for text

to fMRI, equation (6.2) performs 1.2x better than equation (6.1) in testing accuracy.

We observe 72% testing accuracy for the scene classification task for fMRI to

text and mid-90%s testing accuracy for the scene ranking tasks. The ROI DMN

outperforms the others, which is consistent with the results in [106, 111] and other

works demonstrating that the DMN is critical to narrative processing. The highest

accuracy achieved is 96% accuracy over 20% chance for the scene classification task

for mapping fMRI to text. We consistently achieve > 80% accuracy in all ROIs for

both measures.
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Figure 6.3: Bidirectional accuracy score for each brain region of interest for both
scene classification and ranking (std. err. over different average subsets ≤ 0.01).
Figures from [126]

On the other hand, for text to fMRI experiments, we observe worse performance

than the fMRI to text experiments. The best scene classification accuracy perfor-

mance is 56% for the DMN-A region, and the other top performing regions get accu-

racy in the mid-to-high 40% accuracy. For the ranking task, performance ranges from

80% to 90%, which is again slightly worse than the fMRI to text ranking experiment.

6.4 Discussion and Conclusion

Treating fMRI movie watching data and text annotation of the movie as different

views of the same underlying representation, we have employed multi-view techniques

to bridge between fMRI data and text. Two levels of multi-view learning are used

here. In the first level, we treat fMRI data from each subject as a view and aggregate

fMRI data across subjects using SRM. The second level of multi-view representation

learning is used between fMRI shared features and text. Text annotation of the movie

is first transformed into context vectors using word embedding techniques. With the
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fMRI shared feature space and context vectors, we use Procrustes transformation

and ridge regression to learn mappings from fMRI to text and from text to fMRI,

respectively. A classification and a ranking experiments are conducted to evaluate the

effectiveness of using linear transformations to bridge between the two spaces. The

experimental results demonstrate high accuracy in matching generated fMRI data

with true fMRI data as well as generated context vectors with true context vectors,

suggesting the potential of our methods to bridge between the two spaces.

In this work, the experiments were done in two phases. Moving towards an end-to-

end approach is an interesting and plausible future direction. An end-to-end approach

is to use a single model that directly maps raw fMRI to text and from text to fMRI.

A possible approach to achieve this is through a neural network formulation bridging

between fMRI and text. Motivated by image caption generation [135, 125] from

computer vision domain, with an architecture like this, a possible experiment can be

something like brain caption generation. However, instead of using a natural image,

we use fMRI data as input, and the output is text describing aspects of interest in

the fMRI data.
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Chapter 7

Conclusion

The application of multi-view representation learning to neuroimaging data is at an

early stage. We hope this thesis has not only shed light on using multi-view rep-

resentation learning with functional neuroimaging data but will also lead to further

understanding and progress in both the machine learning and neuroscience commu-

nities.

In this thesis, we first propose a generic multi-view representation framework

based on a factor model. A particular instance from the framework, called the shared

response model, was fully developed in a probabilistic setting. The SRM learns a

low dimensional latent representation across views capturing within-view variance

and pairwise covariance. Furthermore, by assuming data from multiple views as

different realizations of the same underlying source, the model can overcome a mis-

match in view specific representations. This allows the model to learn a common

low-dimensional shared feature space regardless of the difference in dimensionalities

between view specific observations. Lastly, this framework can be easily extended

for different purposes in fMRI data analysis. For example, we have extended the

framework to train on both labeled and unlabeled datasets in a semi-supervised way
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and have modified the objective function to make it more suitable to the scientific

question being worked on.

So, how can this help us learn more about the brain? First, the ability to effectively

aggregate data over multiple subjects opens up the opportunity to better utilize

much larger datasets for scientific analysis. The key advantages of this are increased

statistical sensitivity via the usage of a significantly larger dataset and generalizability

of the results.

Second, by applying the framework in a spatially confined region, we can learn

more about the distribution of information in the brain. With this in mind, fMRI

is very good at answering what and where questions. We have demonstrated this

using ROI and searchlight analysis in various experiments of Chapter 3, Chapter 4,

and Chapter 5. On the contrary, why and how questions are harder to handle with

fMRI data. However, in Chapter 6, we used multi-view representation learning model

to bridge between stimulus features and fMRI response. This opens up new ways to

analyze data and brings us closer to answer these types of questions.

Third, the notion of multi-view learning also opens up new possibilities for an-

alyzing neuroimaging data. Through the lens of multi-view representation learning,

different scientific problems can be viewed under a uniform framework. For exam-

ple, fMRI multi-subject functional aggregation can be viewed as multi-view learning

problems by treating each subject as a view. Encoding and decoding problems can be

viewed as a multi-view learning problems by treating fMRI and stimulus features as

different views, encoding is mapping stimulus feature into voxel space, and decoding

is the other way around. The encoding and decoding approaches open up the po-

tential to go beyond only answering what questions, bringing us closer to answering

why and how questions, e.g. how is a particular stimulus feature represented in the

brain. This is partially demonstrated in Chapter 6.
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Lastly, as a member of the computational science community, we have the privilege

to conduct research with data and computation power which can be easily replicated.

I do believe that this kind privilege also comes with the corresponding responsi-

bility of making publicly available reproducible research. I have been emphasizing

reproducible research and trying to make my research results practically usable by

sharing my code on github1 and using publicly available datasets in my experiments.

Furthermore, I have been contributing my research results to open-source software,

e.g. brainIAK2, PyMVPA3 [53, 54], two popular open-source toolboxes designed for

neuroimaging research.

1www.github.com/cameronphchen/
2brainiak.org
3www.github.com/PyMVPA
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Appendix A

Prior Presentations and

Publications

A.1 Prior Presentations

1. A semi-supervised method for multi-subject fMRI functional alignment Javier

S. Turek, Theodore L. Willke, Po-Hsuan Chen, Peter J. Ramadge ICASSP, 2017

2. Enabling Factor Analysis on Thousand-Subject Neuroimaging Datasets,

Michael J. Anderson, Mihai Capota, Javier S. Turek, Xia Zhu, Theodore L.

Willke, Yida Wang, Po-Hsuan Chen, Jeremy R. Manning, Peter J. Ramadge,

Kenneth A. Norman, IEEE Big Data, 2017

3. A Convolutional Autoencoder for Multi-Subject fMRI Data Aggregation, Po-

Hsuan Chen, Xia Zhu, Hejia Zhang, Javier S. Turek, Janice Chen, Theodore

L. Willke, Uri Hasson, Peter J. Ramadge, Representation Learning in Artificial

and Biological Neural Networks workshop, NIPS, 2016

4. A Searchlight Factor Model Approach for Locating Shared Information in Multi-

Subject fMRI Analysis, Hejia Zhang, Po-Hsuan Chen, Janice Chen, Xia Zhu,
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Javier S Turek, Theodore L Willke, Uri Hasson, Peter J Ramadge, Brains and

Bits: Neuroscience Meets Machine Learning, NIPS 2016.

5. Mapping Between Natural Movie fMRI Responses and Word-Sequence Repre-

sentations, Kiran Vodrahalli, Po-Hsuan Chen, Yingyu Liang, Janice Chen, Es-

ther Yong, Christopher Honey, Peter Ramadge, Kenneth Norman and Sanjeev

Arora, Representation Learning in Artificial and Biological Neural Networks

workshop, NIPS, 2016.

6. A Semantic Shared Response Model, Kiran Vodrahalli, Po-Hsuan Chen, Janice

Chen, Esther Yong, Christopher Honey, Kenneth Norman, Peter Ramadge and

Sanjeev Arora, In Workshop on Multi-View Representation Learning, ICML,

2016

7. Kernelized Shared Response Model, Po-Hsuan Chen, Peter Ramadge, In 10th

Annual Machine Learning Conference, NYAS, 2016.

8. A Reduced-Dimension fMRI Shared Response Model, Po-Hsuan Chen, Janice

Chen, Yaara Yeshurun-Dishon, Uri Hasson, James Haxby, Peter Ramadge, Ad-

vances in Neural Information Processing Systems (NIPS), 2015.

9. A probabilistic latent factor approach for multi-subject fMRI data modeling,

Po-Hsuan Chen, Peter Ramadge, Society for Neuroscience Abstracts, 2015.

10. Probabilistic hyperalignment, Po-Hsuan Chen, Peter J. Ramadge, In 9th An-

nual Machine Learning Conference, NYAS, 2015.

11. Probabilistic hyperalignment, Po-Hsuan Chen, Peter Ramadge, Workshop on

Machine Learning and Interpretation in Neuroimaging (MLINI), NIPS, 2014
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12. Joint SVD-Hyperalignment for multi-subject FMRI data alignment, Po-Hsuan

Chen, J. Swaroop Guntupalli, James V. Haxby, and Peter J. Ramadge, IEEE

Machine Learning for Signal Processing (MLSP), 2014

13. Joint SVD as warm start for hyperalignment, Po-Hsuan Chen, J. Swaroop Gun-

tupalli, James V. Haxby, and Peter J. Ramadge, In 8th Annual Machine Learn-

ing Conference, NYAS, 2014.

A.2 Prior Publications

1. Po-Hsuan Chen, Janice Chen, Yaara Yeshurun, Uri Hasson, James Haxby, and

Peter J Ramadge. A reduced-dimension fMRI shared response model. In Ad-

vances in Neural Information Processing Systems, pages 460468, 2015.

2. Po-Hsuan Chen, J Swaroop Guntupalli, James V Haxby, and Peter J Ramadge.

Joint SVD-Hyperalignment for multi-subject fMRI data alignment. In IEEE

International Workshop on Machine Learning for Signal Processing (MLSP),

pages 16, 2014.

3. Po-Hsuan Chen, Xia Zhu, Hejia Zhang, Javier S Turek, Janice Chen, Theodore

L Willke, Uri Hasson, and Peter J Ramadge. A convolutional autoencoder for

multi-subject fMRI data aggregation. arXiv preprint arXiv:1608.04846, 2016.

4. Javier S. Turek, Theodore L. Willke, Po-Hsuan Chen, and Peter J. Ramadge. A

semi-supervised method for multi-subject fMRI functional alignment. In IEEE

International Conference on Acoustics, Speech and Signal Processing (ICASSP),

2017.

5. Kiran Vodrahalli, Po-Hsuan Chen, Yingyu Liang, Janice Chen, Esther Yong,

Christopher Honey, Peter Ramadge, Ken Norman, and Sanjeev Arora. Map-
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ping between natural movie fMRI responses and word-sequence representations.

arXiv preprint arXiv:1610.03914, 2016.

6. Hejia Zhang, Po-Hsuan Chen, Janice Chen, Xia Zhu, Javier S Turek, Theodore

L Willke, Uri Hasson, and Peter J Ramadge. A searchlight factor model ap-

proach for locating shared information in multi-subject fMRI analysis. arXiv

preprint arXiv:1609.09432, 2016.

7. Michael J Anderson, Mihai Capot a, Javier S Turek, Xia Zhu, Theodore L

Willke, Yida Wang, Po-Hsuan Chen, Jeremy R Manning, Peter J Ramadge,

and Kenneth A Norman. Enabling factor analysis on thousand-subject neu-

roimaging datasets. arXiv preprint arXiv:1608.04647, 2016.
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